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Graph-Based Multimodal Clustering for Social

Event Detection in Large Collections of Images

Georgios Petkos, Symeon Papadopoulos, Emmanouil Schinas,
and Yiannis Kompatsiaris

Information Technologies Institute, Centre for Research and Technology Hellas

Abstract. A common approach to the problem of SED in collections of
multimedia relies on the use of clustering methods. Due to the hetero-
geneity of features associated with multimedia items in such collections,
such a clustering task is very challenging and special multimodal cluster-
ing approaches need to be deployed. In this paper, we present a scalable
graph-based multimodal clustering approach for SED in large collections
of multimedia. The proposed approach utilizes example relevant clus-
terings to learn a model of the “same event” relationship between two
items in the multimodal domain and subsequently to organize the items
in a graph. Two variants of the approach are presented: the first based
on a batch and the second on an incremental community detection algo-
rithm. Experimental results indicate that both variants provide excellent
clustering performance.

Keywords: Social media, Social event detection, Multimodal clustering.

1 Introduction

The wide availability of low cost media capturing devices along with the advent
and massive adoption of online social publishing platforms have significantly
transformed the behaviour of casual online users, turning them to a large extent
into media content producers. Considering the huge growth that social media
have had in the recent years, it is clear that there is a growing amount of diverse
content that covers a huge range of real-world activities and that can be used to
“sense the world”. For instance, web content obtained from social media has been
used in applications such as detecting breaking news [24], landmarks [12] or more
recently social events [20,19]. Nevertheless, such content is often noisy, presents
large heterogeneity and is often not well-structured and therefore presents many
challenges to analysts.

In this paper we discuss the problem of discovering social events in collec-
tions of web multimedia. By social events, we mean events that are attended
by people and are represented by multimedia content shared online. Instances
of such events could include concerts, sports events, public celebrations or even
protests. Formally, given a photo collection denoted by P � {p}, where p stands
for a photo and its metadata (owner, time, tags, location if available, etc.), we
consider methods that produce a set of photo clusters C � {c}, each cluster c
comprising only photos Pc associated with a single event. Various approaches
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Fig. 1. Schematic representation of the proposed approach

have been proposed for tackling the problem of Social Event Detection (SED) in
collections of multimedia. Some of them rely on auxiliary information obtained
from online sources and directories, such as LastFM, EventFul and DBPedia
[4,13]. Such approaches retrieve information about actual events or venues and
attempt to match this information with items in the collection. A second class
of methods do not utilize external information sources; instead, they attempt to
cluster the items of the collection, so that the resulting clusters represent events
[2,22,26,23]. This is clearly a more general approach than the first one, as it is
does not rely on potentially unavailable external information.

In this paper we present a novel scalable approach for multimodal clustering
that we apply to the problem of SED in collections of multimedia. The proposed
approach utilizes a model that has been trained to predict whether a pair of items
(images) belong to the same cluster (event), using as input the set of per modality
distances between the pair of items (images). In the rest of the paper, we will
refer to this as a “same event” (SE) model. We compute the predictions of this
SE model for pairs of items in our collection and we organize the items in a graph.
This graph has a node for each image of the collection and an edge between two
nodes indicates that the prediction of the SE model for the corresponding pair
of images was positive. Additionally, similarly to [26], we adopt an appropriate
strategy to avoid having to predict the SE relationship between each possible
pair of images, thereby making the approach applicable to large datasets. This
involves computing the output of the SE model for each item only against its
nearest neighbours according to each modality. Finally, we apply a community
detection algorithm on the resulting graph. The proposed approach comes in
two variants; in the first, batch community detection is applied on the graph,
whereas in the second an incremental algorithm is applied. Figure 1 presents
an overview of the proposed approach. Interestingly, the proposed approach is
applicable to a variety of other multimodal clustering algorithms, as long as an
example clustering that can be used for training the SE model is available. To
the best of our knowledge, the presented incremental approach is one of the first
to tackle the problem of incremental multimodal clustering.
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The rest of this paper is structured as follows. Section 2 presents some related
work. Subsequently, Section 3 describes in more detail the proposed approach.
Section 4 presents some empirical results and finally Section 5 provides the
conclusions and discusses some future work.

2 Related Work

2.1 Social Event Detection

The task of SED in collections of multimedia has attracted a lot of interest in
the last years. Indicative of this is that a relevant task has been organized as
part of the MediaEval Benchmark in 2011 [20] and 2012 [19], the data of which
is used in the current work for evaluation. Most approaches commonly apply a
sequence of clustering or filtering operations in order to obtain the required set
of events, e.g. [21].

Of particular interest for this work are approaches that treat the problem as
a clustering task. Since items in this problem are typically multimodal, this is
a multimodal clustering task. Multimodal clustering is a challenging task, for
which various approaches have been proposed (see Section 2.2). The essence of
the problem is that appropriate similarity measures are required that take into
account heterogeneous modalities. Such similarity measures in which the contri-
bution of each individual modality is appropriately weighted may be determined
either by prior knowledge or a search process. A solution to this problem that
was utilized by previous approaches to event detection [2,26,23] uses an auxil-
iary example clustering, in which clusters are known to represent events, as a
supervisory signal. Such a known clustering (collection of events) has been used
in two different ways, in conjunction with different clustering procedures.

In the first, which will be refered to as the item-cluster approach, a part of
the data is used to obtain an SE model that predicts whether an item belongs to
some event, using as input the set of distances between the item and a prototype
(aggregate) representation of the event. The auxiliary data can be used to obtain
the training data for such a model by computing aggregate representations for
part of the items that belong to the collection of events and then sampling from
the rest of the items. This is the approach followed by [2] and [26]. Subsequently,
this model can be used for clustering the incoming items in an incremental
fashion, by computing the prediction of this SE model for the sets of similarities
between the new item and the prototype representations of the already identified
clusters. The set of predictions is either used to assign the item to the best
matching cluster/event or to generate a new event. The prototype representation
of each event is the average of the items assigned to it.

The second way that such an example clustering can be used will be refered to
as the item-item approach. It involves learning a similar SE model that predicts
whether two items, instead of an item and a cluster prototype, belong to the
same cluster, again taking as input the corresponding set of similarities [23,2].
An item-item approach avoids the need to maintain a prototype representation,
but requires a different clustering procedure. In the case of [2], the predictions of
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the model between an item and all other items that were assigned to some cluster
are used to obtain an estimate of cluster membership by simple averaging. In
[23], the SE model is applied on all pairs of items in the collection. For each
item, a vector is maintained that contains the SE relationship of that item to
all other items in the collection. Finally, it is assumed that items that belong to
the same cluster will have similar sets of SE relationships to the set of items in
the collection and therefore a final assignment to events is obtained by clustering
the corresponding vectors. However, this approach is clearly not scalable as it has
quadratic complexity to the collection size; it requires the evaluation of the SE
model for all pairs of images. Moreover, it requires maintaining vectors of which
the size increases with the dataset size. In this work, we propose a scalable
item-item approach that deals with the problem of quadratic complexity by
utilizing a candidate neighbour selection step and with the problem of large size
neighbourhood vectors by utilizing a graph to store the SE relationships.

2.2 Multimodal Clustering

The task of clustering items which are expressed through heterogeneous modal-
ities has commonly been treated using fusion approaches, of which two com-
mon classes exist: early and late fusion [29]. Early fusion approaches combine
the features/modalities in some specific representation before the main analy-
sis process - in this case clustering - is applied. Late fusion methods apply the
main processing function to each modality separately and instead combine the
results obtained for each modality. A recent spectral clustering approach that
combines modalities at an intermediate level is presented in [5]. An important
set of methods includes probabilistic approaches that utilize graphical models
representations [11,3]. Finally, it is worth noting the connection between mul-
timodal clustering and ensemble clustering [7], in which the goal is to combine
a set of clusterings (produced e.g. from a set of different algorithms) in some
optimal manner. A multimodal clustering problem can be cast into an ensemble
clustering problem by performing a set of clusterings - e.g. one per modality -
and then combining the individual clusterings. This is also one of the proposed
approaches for event detection in [2].

2.3 Community Detection

Community detection is used to cluster the SE graph that is constructed as
part of the proposed approach. There is a large body of work in this area,
and a few comprehensive surveys on the topic [6,17]. The bulk of existing work
examine the problem in the context of static graphs (i.e. batch mode). Recently,
the problem of dynamic community detection (i.e. online mode) is increasingly
gaining importance. The use of community detection for event detection is not
new. For instance, [22] applies community detection on image similarity graphs
for the extraction of landmarks and events in large image collections.
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3 Approach Description

The proposed approach, has already been outlined in the introduction and in
Figure 1. It consists of three components: The first retrieves for each image in
the collection a set of images that are candidates for belonging to the same event.
Subsequently, an SE model is employed to predict which of these candidate SE
relationships are likely to hold. This leads to the generation of a graph that
represents the SE relationships between the images of the collection. At the
final step, a community detection algorithm is applied on this graph to extract
clusters of images that constitute the detected events. We examine two variants,
using either a batch or an incremental community detection algorithm. In the
following, we provide more details on each of these components.

Candidate Selection. An important component of the proposed approach re-
lies on the capability for fast retrieval of same-event candidates per incoming
item for each of the different modalities, so that the SE model can be applied
only on the candidate items. This is a technique, which in the context of related
work, was first utilized by [26], but was used before in the field of record link-
age and is commonly refered to as blocking [25]. Blocking greatly reduces the
number of SE predictions required and can result in scalable implementations.
To this end, all items in the collection are indexed in appropriate structures.
For instance, textual metadata (title, tags) are inserted in a full-text index (e.g.
Lucene) for rapidly retrieving documents with high textual similarity to a query
document. Other metadata such as time and location are indexed by use of B-
Trees, whereas visual similarity can be indexed by a variety of content-based
retrieval approaches (in our implementation, we opted for the use of Product
Quantization in tandem with Asymmetric Distance Computation [9]).

Multimodal “Same-Event” Model. The item-cluster comparison has the
disadvantage that it relies on the prototype representation of the cluster being
an accurate representation of the underlying event. Thus, if there are incorrectly
assigned items, this may significantly affect the accuracy of the prototype rep-
resentation. Due to the potential problem with averaging incorrectly assigned
items into a prototype cluster representation, we adopt an item-item approach.
Formally, given two images, pi and pj , which are expressed through a set of k
features pi1...p

i
k and pj1...p

j
k respectively, we compute the vector that contains the

per-modality distances d(pi, pj) = [d(pi1, p
j
1), d(p

i
2, p

j
2)...d(p

i
k, p

i
k)]. The SE model

is then a function of d(pi, pj):

SEM(pi, pj) = f(d(pi, pj))

and predicts if the images pi and pj belong to the same event, i.e. it is a classifier
and for the following we assume that a predicted value of +1 denotes that the
two images belong to the same event, whereas a value of −1 denotes the opposite.
Having a separate example clustering, in which each cluster represents an event,
it is straightforward to obtain training data for the SE model. In our scenario,
where we use images from the social media, Flickr in particular, we use the
following set of features and similarity measures:
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1. Uploader identity. The identity of the Flickr user who uploaded the picture.
We utilize a binary similarity measure where the value 0 is used for pairs of
pictures uploaded by different users whereas the value 1 is used for pairs of
pictures uploaded by the same user.

2. Actual image content. From each image we extract one global descriptor,
GIST [16] and a set of local descriptors, SURF [1], which we aggregate using
the VLAD scheme [10]. The distance between a pair of GIST descriptors or
SURF-VLAD descriptors is computed using Euclidean distance.

3. Textual information. Images uploaded by users are typically accompanied by
a title, a description and a set of tags. We utilize both the Term Frequency
- Inverse Document Frequency and BM25 [14] weighting schemes, resulting
in six textual-based distance elements per pair of items.

4. Time of media creation. Instead of using the difference of the time of creation
between a pair of items, we use three binary distances. The first takes the
value 0 if the difference in time of creation is larger than 6 hours and the
value 1 if it is smaller. The other two are similar but set the threshold to
12 and 24 hours respectively. This is an approach that empirically led to
better results when training the classifier compared to using the absolute
time distance (various time scales were tried).

5. Location. Not all items in the collection come with location data. For pairs
of items that do come with location information though, we compute two
distance measures. The first is the geodesic distance in kilometers and the
second is a boolean indicator which is 1 if the geodesic distance is smaller
than 1 kilometer and 0 if it is larger.

In order to handle the case of missing location information we train two models.
The first takes as input all the aforementioned distances and is used for pairs
of items that both come with location information. The second takes as input
the same set of distances except the location-based and is used when at least
one of the two items for which SE model is evaluated does not have location
information. In other scenarios, different types of data may be available or used,
however, the presented approach is applicable without significant changes.

Graph-Based Clustering. The final part of the algorithm clusters the items
in the collection. Our algorithms organize the items in a graph, in which the
existence of an edge indicates that the SE model has predicted that the corre-
sponding items belong to the same event. More formally, given a set of images to
be clustered P , we generate a graph G = (P,E), whose set of vertices is P , i.e.
the set of photos to be clustered. The set of edges E, contains the pairs of images
(pi, pj) for which SEM(pi, pj) = +1 and either pi is a candidate neighbour of
pj or pj is a candidate neighbour of pi.

A community detection algorithm is then applied on the graph. The proposed
approach comes in two variants, which utilize either a batch or an incremental
community detection algorithm and are described below.
Batch community detection. In the first variant of our approach, a batch com-
munity detection algorithm is applied. The selected algorithm is the Structural
Clustering Algorithm for Networks (SCAN) [30]. This choice was motivated by
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some desirable properties of the algorithm: (a) computational efficiency, (b) pos-
sibility to leave spuriously connected nodes out of the clustering, (c) it can
identify not only communities, but also hubs and outliers. This last property, is
particularly interesting for the following reason. The predictions of the SE model
will inevitably be imperfect. If they were perfect, then it would suffice to find the
connected components of the graph. Therefore, in the case of noisy edges, one
has to take into account the case of nodes that are sparsely connected to some
cluster(s) due to incorrect predictions of the SE model. Such nodes are likely to
be classified as outliers and can therefore be assigned to a separate cluster/event
rather than to their erroneously adjacent clusters. Outliers on the other hand
are assigned to the adjacent community to which it has the largest number of
connections. SCAN is controlled by two parameters, μ and ε, which determine
the minimum number of nodes and the minimum “tightness” in a community.
Incremental community detection. In the second variant of our approach, an in-
cremental algorithm is applied. There are few incremental community detection
algorithms in the literature. We opted for Quick Community Adaptation (QCA)
[15], due to its efficiency and simplicity of implementation. QCA is an expansion
of a previous physics-inspired, non-incremental approach [31]. It maintains the
detected community structures up-to-date by appropriate processing operations
in the event of four different graph changes: a) new node creation, b) new edge
addition, c) node removal and d) edge removal. In short, in all operations, forces
that attempt to pull a node inside adjacent communities are computed and each
node is pulled to the community that applies the strongest attracting force. In
all operations, the forces are appropriately computed for all affected nodes. For
more details please see [15]. In our scenario we do not consider node or edge
removals: neither is it likely that an item is removed from the collection, nor
would an SE relationship between a pair of items be evaluated a second time.
Finally, it should be noted that QCA is parameter free.

4 Experimental Evaluation

The proposed graph-based multimodal clustering method was tested on data
from the 2012 MediaEval SED task [19]. This consists of three challenges that
call for the detection of social events of specific types (there are three target types
of events: soccer events, technical events and events related to the Indignados
movement) that took place in specific geographic locations in a collection of
approximately 167,000 images collected from Flickr. Out of those, 7,779 images
did indeed belong to one of the 149 target events of the ground truth (79 soccer,
18 technical and 52 Indignados events). For examples of images and events of
these classes, please see [18].

The SE models are trained using a Support Vector Machine classifier (SVM),
notably the Weka [8] implementation. Various other classifiers were tested but
the SVM classifier produced the best results. Its average classification accuracy
on a sequence of sets on test data was 98.58%. A close second in accuracy among
the tested algorithms was a decision tree, which resulted in an average accuracy
score of around 96.62%.
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Table 1. NMI for the graph-based batch and incremental methods, as well as an
item-cluster based method (only event images are used in these runs)

Batch Incremental Item-cluster [2]

Avg. 0,924 0,934 0,898

Std. 0,019 0,021 0,027

Table 2. NMI using both event and non-event images. The set of images is randomly
selected from the complete 2012 challenge dataset.

Labelling acc. # images Batch Incremental Item-cluster [2]

0,95 15352 0,4824 0,5164 0,3954

0,90 22876 0,3421 0,3683 0,2899

As mentioned, to avoid evaluating the SE relationship between all possible
pairs of items, a candidate selection mechanism is utilized. For each item, we
retrieve the items with which it has the largest similarity with respect to the
textual features (50 items chosen), time (150 items chosen), location (50 items
chosen, if location is available), GIST (50 items chosen) and VLAD/SURF (50
items chosen). Items are indexed according to the different modalities in ap-
propriate structures, so that the nearest neighbours for each modality can be
obtained very fast. For the batch procedure, all items are indexed before the
main processing is carried out, whereas for the incremental procedure items are
indexed as they arrive. The following index implementations were used: Lucene
for the textual features, a MySQL database for time and location features and
the approximate nearest neighbor search method of [9] for the visual features.

As mentioned above, the SCAN algorithm used by the batch method has two
parameters that may affect the quality of the final result. For these experiments,
the ε parameter was empirically set to 0.7 and the μ parameter was set to 3.
This experimentation was carried out on a separate random sample of events.

In a first set of experiments, the images that belonged to a random subset of 30
events (out of the 149 events in the collection) were used to train the SE model,
whereas the images in the remaining events were used for testing the proposed
methods. We generated 10 random tasks in this manner. The utilized measure of
clustering quality is Normalized Mutual information (NMI). The two variants of
the proposed algorithm are tested against the item-cluster approach of [2], where
a threshold of 0.5 was used on the output of the SE model. That is, an incoming
item was assigned to the best matching cluster if the probability output by the
model was above 0.5, otherwise it was used to generate a new event. Table 1
presents the obtained results. The results demonstrate that both variants of
the graph-based approach achieve very high clustering accuracy with an NMI
clearly above 0.9. An important thing to notice is that the performance of the
incremental algorithm is by no means inferior to the performance of the batch
algorithm. Contrary, on average, the performance of the incremental algorithm
is slightly higher than that of the batch algorithm, even though the difference is
not statistically significant. The performance of both graph-based approaches is
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Table 3. NMI of proposed methods using limited sets of features

Batch Incremental

Visual 0,8020 ± 0,0193 0,8179 ± 0,0151

Textual 0,7925 ± 0,0255 0,7792 ± 0,0310

Visual + time 0,9244 ± 0,0195 0,9360 ± 0,0183

Textual + time 0,9016 ± 0,0173 0,9049 ± 0,0209

higher than the performace of the tested item-cluster approach and the difference
is statistically significant at a 0.95 confidence level.

In the previous experiments, we clustered sets of images that do belong to the
target events. In the following, we examine the scenario that non-event pictures
are also included in the collection to be clustered. More particularly, we use
the data from the 2011 challenge for training. The test set is obtained from
the complete collection of 167,000 images of the 2012 challenge as follows. Each
image is randomly labeled as event or non-event with the probability of being
labeled correctly being p and use only the images that have been labeled as
events. This experiment will provide further comparison of the methods and
will also test the robustness of the method in the presence of many spurious
images. We test two different values for p: 0,95 and 0,9 which almost double and
triple respectively the number of images to be clustered (originally 7,779 images
belong to some event). It should be noted also, that in some recent work [27] we
attempt to classify images as either representing a social event or not, we obtain
accuracy values similar to these values (in particular 0,8962). The results can be
seen in Table 2. The NMI has dropped significantly, however, we still observe
that the item-item approaches are superior to the item-centroid approaches and
that the parameter free incremental method is superior to the batch method.
Finally, it should be noted that although these experiments are closer to the
initial MediaEval SED challenge scenario, the results cannot be compared to
results reported for the challenge. In order to do this, one would have to also
perform further processing, e.g. to filter events or images as representing an event
of a particular type. For an application of this method to the challenge together
with these steps please see [28].

We also investigate the importance of the set of features used for computing
the predictions of the SE model. We conducted the same run of experiments on
limited sets of features. The results can be seen in Table 3. These surprisingly
good results, especially for the case that only visual or textual features are used,
are due to the fact that blocking is still applied. In the same experiments executed
without blocking, the average NMI obtained using only visual features was 0,030
and 0,7148 for the textual features. From Table 3 it can also be seen that time
is a crucial feature for the performance of the SE model.

Moreover, we examine whether the type of events used for training the SE
model is important for detecting events of a different type. In the previous run
of experiments, the 30 randomly sampled events were randomly chosen from
the three categories (soccer, technical and Indignados). We now use all available
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Table 4. NMI achieved by training and testing on different types on events

Batch

Soccer Technical Indignados

Soccer - 0,8658 0,8494

Technical 0,7967 - 0,8977

Indignados 0,9645 0,8456 -

Incremental

Soccer Technical Indignados

Soccer - 0,8892 0,8667

Technical 0,7661 - 0,7735

Indignados 0,9845 0,8482 -

events from one type of events to learn the SE model, which we then use to
cluster the items that belong to one of the other two types of events. The results
can be seen in Table 4. Clearly, the type of event used for training does have
an effect on the quality of the produced clustering for different types of events.
Most notably, using technical events for training the SE model and then using
it for producing clusters that represent other types of events produces lower
quality results using either variants of the graph-based method. However, it is
noteworthy that in some cases training with a completely different type of events
can lead to very high performance, e.g. in the case that Indignados events are
used for training and soccer events are detected with an NMI of over 0.96 for
both variants of the approach.

5 Conclusions and Future Work

This paper proposed two variants of a novel multimodal clustering approach and
presented an application on the problem of SED in collections of multimedia. The
proposed method utilizes the so-called “same event” (SE) model, which predicts
whether a pair of items belong to the same cluster or not. The SE model is used to
organize the collection in a graph, on which a community detection algorithm is
applied. The two flavors of our method utilize either a batch or an incremental
community detection algorithm. Empirical results indicate that the proposed
algorithms achieve high quality clusterings. Interestingly, the performance of
the incremental algorithm is not inferior to that of the batch algorithm.

Compared to the related approaches in [2] and [26], our approach computes
the predictions of the SE model on pairs of images rather than on pairs of an
image and an event. In these approaches the event representation is the result of
an averaging of the features of the items that have been assigned to the event.
Nevertheless, in the case of incorrectly assigned items, it is possible that the
representation of the event may be significantly erroneous in some features. This
may subsequently result in more items being erroneously assigned to the event,
further affecting the representation of the event and leading to a progressive
deterioration of the quality of the clusters. On the other hand, an item-item ap-
proach does not suffer from this issue and it is likely that the empirical advantage
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of the examined approaches over the item-cluster approach is due to this rea-
son. Also, compared to the aforementioned approaches, the proposed approach
does not require learning an additional model for determining whether a new
event needs to be added (as in [26]) or setting a relevant threshold for the best
matching event (as in [2]). Instead, the incremental approach can automatically
determine whether a new item should join an existing cluster or not.

Compared to the approach in [23], where a SE model was also used between
pairs of items, the graph-based methods are much more scalable and require
far less resources. For instance, the approach in [23] requires that all pairwise
same event relationships are maintained. Thus, all N2 same event relationships
need to be computed and the results need to be stored. Moreover, the sets of
SE relationship of nodes are compared using Euclidean distance, which may
make items with very few irrelevant neighbours appearing close to each other.
Contrary, the proposed approaches do not require to either compute or store all
the SE relationships.

In the future we intend to test the framework with other community detection
algorithms as well as to apply the framework to other multimodal clustering
tasks. Moreover, we plan to extend our recent work on distinguishing between
event and non-event images. Regarding evaluation, we plan to explore the effect
that the number of candidate neighbours has on the results.
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