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ABSTRACT
Artificial intelligence can facilitate themanagement of large amounts
of media content and enable media organisations to extract valu-
able insights from their data. Although AI for media understanding
has made rapid progress over the recent years, its deployment in
applications and professional sectors poses challenges, especially
to organizations with no AI expertise. This motivated the creation
of the Media Asset Annotation and Management platform (MAAM)
that employs state-of-the-art deep learning models to annotate and
facilitate the management of image and video assets. Annotation
models provided byMAAM include automatic captioning, object de-
tection, action recognition and moderation models, such as NSFW
and disturbing content classifiers. By annotating media assets with
these models, MAAM can support easy navigation, filtering and
retrieval of media assets. In addition, our platform leverages the
power of deep learning to support advanced visual and multi-modal
retrieval capabilities. That allows accurately identifying assets that
convey a similar idea, or concept even if they are not visually identi-
cal, and support a state-of-the-art reverse search facility for images
and videos.
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1 INTRODUCTION
The need for digital asset management tools arises due to the in-
creasing amount of media content produced bymedia organizations.
As the volume of media assets grows, it becomes more challenging
to effectively manage and organize them. Digital asset management
tools help streamline the process of analyzing, storing, organizing
and finally retrieving assets, making it easier for organizations and
users to maximize the value of their content. While existing so-
lutions provide basic functionalities for organizing and retrieving
assets, the cost of using them can be a significant burden. It is worth
noting that the majority of DAM solutions come with a high cost
due to commercial licensing. Additionally, they may not always
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meet the needs of an organization, when it comes to categorizing
and annotating assets. The ability to annotate and categorize as-
sets helps improve retrieval and enables organizations to extract
insights from their media content. However, the majority of orga-
nizations and solutions rely on commercial computer vision APIs
that increase even further the cost, especially for smaller organiza-
tions. To this end, the Media Asset Annotation and Management
platform (MAAM) is a powerful state-of-the-art solution for media
organizations to manage, annotate, and extract insights from their
vast amounts of image and video assets. MAAM can be deployed
on one’s own infrastructure, offering greater security and privacy,
since the organization has full control over the storage and man-
agement of its data. Also, with the use of advanced deep learning
models, MAAM allows organizations to add valuable metadata to
their assets, making it easier for them to filter and retrieve their
content. One of the key features of MAAM is its ability to annotate
media assets with various AI models, including captioning, object
detection, action recognition, and content moderation models. This
rich set of annotations makes it easier for users to categorize, under-
stand, and manage their media assets. Moreover, MAAM leverages
the power of deep learning to understand the visual characteristics
and context of media assets, making it possible to identify assets
that convey a similar message, represent a similar idea, or illustrate
a similar concept even if they are not visually identical. In addi-
tion, MAAM also offers a cutting-edge reverse search facility for
images and videos. A working prototype can be found online in
https://maam.mever.gr/.

2 OVERVIEW OF MAAM PLATFORM
MAAM provides advanced asset management, organization, and
retrieval capabilities that can be used in several usage scenarios.
The platform supports the upload of image and video media as-
sets and has the capability to annotate them in near real-time. The
annotations can be leveraged as filters when searching for assets.
In addition to annotations, the platform also supports free-text
search for querying and discovering assets, based either on meta-
data provided by the user (e.g. title, description and filename) or
on metadata generated by MAAM with the help of AI models (e.g.
image captions). This combination of annotation-based filtering
and free-text search enables users to quickly and easily find the
media assets they need by using relevant keywords or categories.
For the same reason, MAAM offers advanced visual similarity fea-
tures that allow users to retrieve content based either on semantic
concepts or on strict visual-based search. The semantic visual simi-
larity search is based on the dense vector representation extracted
using the CLIP model [8], which encodes the semantic information
of the visual content of the asset. By using approximate k-nearest
neighbor search, users can retrieve semantically similar content
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Figure 1: MAAM Service-oriented Architecture

and discover new assets of interest. Moreover, MAAM offers a re-
verse image search functionality, which can be used to identify
near-duplicate content, such as assets that are visual variations of
each other. This allows organizations to identify media assets that
are similar to one another, even if they are not exact duplicates. This
includes visual variations of images as well as partially matching
videos, making it easier for organizations to identify duplicates
of their content, detecting copyright violations, and much more.
With the combination of advanced visual similarity features and
annotations, users can easily retrieve and discover media assets
based on their specific needs and requirements, making MAAM
a powerful tool for managing and organizing media content. By
using these advanced retrieval features, the annotated assets can be
organized into collections, referred to as “projects” in MAAM, and
these projects allow users to effectively categorize their content.

2.1 Platform Architecture
MAAM is a service-oriented solution, consisting of three loosely
interrelated services: the Digital Asset Management service (DAM),
the Media Annotation Service, and the Near-Duplicate Detection
(NDD) service. The DAM service is the centerpiece of the MAAM
platform, as it offers a robust set of core functionalities, ranging
from user authentication and authorization to asset organization.
Its presentation layer consists of a React-based user interface (UI),
that provides a user-friendly and intuitive interface for accessing
MAAM’s main functionalities. The platform’s business logic is
implemented by a Spring-based application that follows the Model-
View-Controller (MVC) architecture pattern. The persistence layer
of MAAM is responsible for storing and maintaining the digital
assets, their associated metadata and any other entity needed in the
application. This layer relies on two storage frameworks, each serv-
ing a specific purpose: PostgreSQL and Elasticsearch. PostgreSQL,
an efficient relational database management system, is used as the
primary application storage. Elasticsearch, on the other hand, serves

as a search and analytics engine that enables efficient searching of
digital assets. The DAM leverages Elasticsearch’s ability to perform
full-text search, allowing users to find assets based on keywords and
phrases contained in the metadata. Also, the aggregation feature of
Elasticsearch is used for faceted search based on specific attributes
such as asset type, upload time, annotation type, etc. In addition,
Elasticsearch supports more advanced and sophisticated search
functionalities, such as k-nearest neighbor (kNN) search based on
dense feature vectors generated by the Media Annotation Service.
The Media Annotation Service is responsible for hosting and man-
aging the AI annotation models described in the next section, and
it is a key component of the platform as it provides unique features
that differentiate MAAM from other asset management tools. The
Media Annotation Service is based on the NVIDIA Triton Infer-
ence Server1, which provides a flexible and scalable solution for
deploying AI models in a production environment. Triton can host
AI models implemented in most of the major frameworks, such as
TensorFlow, PyTorch, and ONNX, making MAAM easily extendable
with new state-of-the art models. By leveraging Triton, the Media
Annotation Service can run AI models very efficiently, making it
possible to perform almost real-time annotation of media assets as
these are uploaded to the platform. The communication between
the DAM service and the Media Annotation Service is facilitated by
gRPC 2, a high-performance framework for remote procedure calls.
This asynchronous communication is particularly important for
MAAM, as the Media Annotation Service hosts multiple AI models
with varying levels of complexity and processing requirements.
The use of gRPC enables the DAM service to send multiple assets
to the Media Annotation Service for annotation, without waiting
for the annotation process to complete. The Media Annotation Ser-
vice can perform the annotation in parallel, without blocking the
overall asset management process and affecting its performance. As

1https://developer.nvidia.com/nvidia-triton-inference-server
2https://grpc.io/
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Figure 2: An example of an asset card, for an image uploaded
in MAAM with the corresponding annotations

each asset is annotated by one of the supported models, the results
are sent back to the DAM and the asset’s metadata are updated
asynchronously.

3 ANNOTATION MODELS
MAAM provides a set of annotation models that are automatically
applied to all the uploaded images and videos. The resulting an-
notations are stored in PostgreSQL and indexed in Elasticsearch,
making them easily accessible and searchable. This allows MAAM
to offer a wide range of annotations, which can also be customized
according to specific requirements. If new annotation models are
needed, they can be easily deployed in the Media Annotation Ser-
vice as described in 2.1 and a new handler can be added in the DAM
side to process and store the new results. This makes it simple
to extend the capabilities of MAAM to meet changing needs and
requirements. In the current version of MAAM we have included
a set of state-of-the-art models ranging from image captioning to
object, face and action detection. Given the large number of models
integrated in MAAM, we used the InDistill model compression
approach [10] to reduce the size and inference time of several of
these models. InDistill combines knowledge distillation and chan-
nel pruning in a unified framework for the transfer of the critical
information flow paths from heavyweight teachers to lightweight
student models.

Automatic image captioning: The captioning model generates
descriptive text for each image. We use OFA [14], a state-of-the-
art captioning model, and the text produced by it is then indexed
in Elasticsearch, enhancing the findability of visual content. An
example of a generated caption is depicted in Figure 2.

Object detection: The object detection model is used to identify
objects within images and video frames. We use Faster R-CNN [9]
with an InceptionV2 [4] backbone, trained on the 80 object classes
of the MS COCO dataset [7]. In case of images, we detect and store
the bounding box containing the corresponding object, while in
videos we also provide time information. In both cases, a confidence

Figure 3: Assets page with NSFW tag enabled and media type
filter being image

score is also included. If a user wants to find images containing a
specific object, they can filter assets by using the objects filter and
the platform will return all images that have been annotated with
that label. Figure 2 provides an example of objects in an image. he
model can detect even small objects that cover a small part of the
image, such as the small plastic bottle in the woman’s backpack.

Action recognition: For action recognition in videos, we con-
sider the SlowFast R50 model [2] trained on the Kinetics400 dataset
[12] 3. For images, due to the fact that Kinetics400 contains videos
and most action recognition models use 3D CNNs, we used a
ResNet152 model [3] with the TSN approach [13] for training at
frame level. At inference, we directly apply the frame level classifier
to the images.

Face Detection and Recognition: For face detection we con-
sider the VGGFace2 model [1] trained on about 9k faces of the
VGGFace2 dataset 4. In case of videos, we apply the same model on
randomly selected video keyframes.

Content Moderation: The MAAM platform employs two mod-
eration models to filter content, ensuring the platform remains safe
and appropriate for all users. We trained two moderation models
using an iterative approach that leverages large image datasets in
a semi-automated annotation scheme [11]. The resulting models
are able to detect disturbing and Not Safe For Work (NSFW) con-
tent. For images, the moderation results, including a confidence
score, are stored and indexed. For videos, the models are applied
to keyframes and a video is considered NSFW or disturbing if at
least one scene receives such a tag. At retrieval time, users have the
option to include or exclude that type of content, while the UI uses
these tags to blur the corresponding asset. Users can then choose
to reveal the actual content at their own discretion. For example,
in Figure 3, the user has enabled the NSFW filter to get only those
that have been tagged as such.

Meme Detection: For images, we determine whether they are
memes or not using our previous MemeTector model [6]. We apply
the model to each image and the result is stored and indexed along
with a confidence score.

3https://github.com/facebookresearch/SlowFast
4https://paperswithcode.com/dataset/vggface2-1

https://github.com/facebookresearch/SlowFast
https://paperswithcode.com/dataset/vggface2-1


ICMR ’23, June 12–15, 2023, Thessaloniki, Greece Manos Schinas, Panagiotis Galopoulos, and Symeon Papadopoulos

Figure 4: Find similar asset functionality by selecting a region in an image

Visual Similarity: To support image similarity, we utilized the
pre-trained CLIP model [8], which was trained on a large image-
text dataset, consisting of around 400 million pairs. We used the
ViT-B/32 version of the image encoder5. For each image uploaded
in the DAM, MAAM receives from the Media Annotation Service
a dense vector representation of 512 dimensions that encodes the
semantic information of the image’s visual content. This is then
indexed in Elasticsearch and used to retrieve semantically similar
content through the approximate k-nearest neighbor (kNN) search
feature of Elasticsearch. This feature can be used in conjunction
with all other features of Elasticsearch, allowing kNN queries to
be combined with free text searches, filters, and aggregations. This
flexibility enhances the user experience by allowing users to refine
further the visual similarity search results to find content of specific
interest. In addition to global image-level similarity, we support
region-based retrieval. This allows users to select a specific region
in an image by defining a bounding box, and retrieve content that is
visually similar to that region in a more focused manner. To achieve
this, the platform extracts a dense vector representation of the se-
lected region in real-time, as it does for entire images during upload.
This representation is then used in the same kNN search process to
find relevant content. An example of the visual similarity feature
is depicted in Figure 4: by selecting an image region containing a
swastika, the platform retrieves assets containing the same symbol,
as The dense vector extracted with CLIP encodes the meaning of
the swastika symbol.

4 REVERSE IMAGE AND VIDEO SEARCH
The Near-Duplicate Detection (NDD) service provides a highly effi-
cient reverse search functionality, helping users to quickly identify
and remove duplicate assets within their collections. NDD is based
on the Distill-and-Select framework (DnS) [5] in order to provide
efficient and accurate indexing and retrieval of images and videos.
The former functionality analyses the provided multimedia item
based on their visual content and adds them to the corresponding
index. The latter functionality searches the constructed index for

5https://github.com/openai/CLIP

near-duplicates to a query multimedia item and ranks the retrieved
results based on their similarity to the query. The service provides
calls to: (i) add images and videos to the corresponding indexes
by providing their explicit URLs, (ii) search the index for near-
duplicates given a query multimedia item, providing several options
for similarity calculation, and (iii) create collections of multime-
dia items for the better organization and search of near-duplicates.
Internally, the NDD follows a service-oriented architecture, consist-
ing of several modular services for feature extraction, indexing, and
searching, while the communication between the NDD service and
other components of the MAAM platform is performed through a
REST API, exposed by the NDD service.

5 FUTUREWORK
MAAM is under development towards enhancing its features and
performance. In the future, the development team aims to incor-
porate more models such as OCR, improve the performance of the
existing models or fine-tune their predictions. For example, in case
of moderation models, we are investigating ways to support more
fine-grained classes, compared to the current broad categories like
NSFW and disturbing. Furthermore, we plan to include few-shot
learning capabilities, enabling users to define their own classes and
objects, by selecting only a few examples from their assets to act
as a support set. Then these new classes be used as filters in asset
retrieval. Moreover, we are working towards adding user manage-
ment features such as creating groups of users with different access
permissions, enabling multiple users to collaborate in organizing
assets. We also plan to add user feedback features, allowing users
to provide new annotations, correct existing ones, or provide other
types of feedback. This mechanism can be useful in using MAAM
as a labeling tool for facilitating the development or fine-tuning of
AI models.
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