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ABSTRACT

The sheer volume of online user-generated content has rendered content moderation technologies
essential in order to protect digital platform audiences from content that may cause anxiety, worry, or
concern. Despite the efforts towards developing automated solutions to tackle this problem, creating
accurate models remains challenging due to the lack of adequate task-specific training data. The
fact that manually annotating such data is a highly demanding procedure that could severely affect
the annotators’ emotional well-being is directly related to the latter limitation. In this paper, we
propose the CM-Refinery framework that leverages large-scale multimedia datasets to automatically
extend initial training datasets with hard examples that can refine content moderation models, while
significantly reducing the involvement of human annotators. We apply our method on two model
adaptation strategies designed with respect to the different challenges observed while collecting
data, i.e. lack of (i) task-specific negative data or (ii) both positive and negative data. Additionally,
we introduce a diversity criterion applied to the data collection process that further enhances the
generalization performance of the refined models. The proposed method is evaluated on the Not
Safe for Work (NSFW) and disturbing content detection tasks on benchmark datasets achieving
1.32% and 1.94% accuracy improvements compared to the state of the art, respectively. Finally, it
significantly reduces human involvement, as 92.54% of data are automatically annotated in case
of disturbing content while no human intervention is required for the NSFW task.

1 Introduction

Content moderation is the practice of screening user-generated content (UGC) based on platform-specific rules and
guidelines to determine whether a given media item is appropriate for being published on the platform. The reasons why
such an item (text, image, video) can be considered inappropriate or harmful include but are not limited to: violence,
offensiveness, extremism, nudity, and hate speech. Concerning text data, hate speech is the most common type of
inappropriate content with a growing presence in social media and the internet in general [1]. Regarding visual data,
extensive research has been done on the challenge of Not Safe For Work (NSFW) content that mainly includes nudity
and pornography. Although many kinds of NSFW content are acceptable in certain platforms that host exclusively
adult content, it is typically restricted from mainstream platforms. Making the Internet a safe place for people of all
ages requires minimizing the possibility of exposure to such data that could adversely affect certain groups of people,
such as children. Additionally, pornography detection can be a valuable tool for law enforcers to detect and restrict
many illegal forms of pornography, such as child pornography and revenge porn. Another content moderation task of
high importance is the detection of disturbing images and videos. Disturbing images and videos are defined as items
referring to depictions of humans or animals subjected to violence, harm, and suffering, in a manner that can cause
trauma to the viewer [2].
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Online platforms employ human annotators to moderate UGC and restrict (typically post hoc) the publishing of content
that violates their policies. However, the limited capacity of the human annotation as well as the psychological distress
that can be caused to humans viewing inappropriate content has increasingly turned platforms into largely automated
solutions. Although, effective content moderation has not yet been fully automated, AI-based content moderation
systems can reduce the need for human moderation and consequently the impact of viewing harmful content.

In recent years, Convolutional Neural Networks (CNNs) have demonstrated exceptional performance on various visual
tasks, which motivated the research community to automate visual content moderation by employing CNNs. Training a
CNN on binary classification tasks requires a considerable amount of positive and negative samples, which is often
challenging in relation to content moderation tasks. In the NSFW detection task, there is an abundance of positive
data that can be found on the Web, but the collection of a diverse enough negative class is a challenge that leads to
CNN models with generalization limitations or many false positives. Moreover, the collection of training data for the
disturbing content detection task constitutes an even greater challenge, as even the positive samples are hard to curate
given the need for manual inspection; this is reflected in the limited number of such datasets in the literature.

Based on the above, we argue that the main limitation of developing automatic systems for content moderation is the
difficulty of collecting large-scale and accurate task-specific training data, while automating the annotation process
is of utmost importance as not only manual annotation is non-scalable but it can also result in adverse implications
in terms the annotators’ emotional well-being. In order to address these issues, we propose CM-Refinery, a method
that leverages large-scale multimedia datasets to refine content moderation models. CM-Refinery considerably reduces
the annotators’ involvement during data labeling. In particular, we consider two model adaptation strategies with
respect to the challenges observed for two different content moderation tasks. The first strategy refers to a task having a
comprehensive positive class but a minimally diverse negative class and is reflected by the NSFW content detection task.
The second strategy refers to tasks having limited positive samples and again a minimally diverse negative class. This is
represented by the disturbing content detection task. As regards the NSFW task, after having trained a baseline model,
we collect hard negative samples from a large-scale multimedia dataset, namely YFCC100m [3], that the baseline
model misclassifies. These negative data combined with positive data derived from a task-specific data source, namely
the NudeNet dataset [4], are then utilized to refine the baseline model. For the disturbing content detection task, a
baseline model is trained and the YFCC100m dataset is utilized to collect data that are considered as positive with a
high probability by the baseline model. In order to support the auto-labeling process, a manual annotation process for a
small number of the derived samples is considered. Then, auto-labeling is achieved by leveraging the cosine similarity
between the manually annotated and the remaining unlabeled samples. In addition, we propose a diversity criterion for
selecting the most appropriate negative set of samples to further enhance the model’s generalization capability. The
proposed approach is evaluated on two datasets, one per task of interest, and exhibits superior performance compared to
the state of the art. Finally, it is worth noting that no human annotators were involved in the NSFW task, while for the
disturbing content task, the annotators’ exposure to such content has been significantly reduced. The main contributions
of this paper are the following:

• CM-Refinery, a framework for collecting and annotating task-specific content moderation data, while minimiz-
ing the human annotators’ involvement (reaching an empirically measured reduction of ×13.4) and, hence,
their exposure to possibly harmful content.

• Consideration of two model adaptation strategies with respect to the different data collection and annotation
challenges, i.e. lack of (i) task-specific negative data or (ii) both positive and negative data, which are
represented by NSFW and disturbing content tasks, respectively.

• A comparative analysis that involves the evaluation of the proposed method on two datasets, namely
Pornography-2k [5] and DID [2]), in which CM-Refinery achieves 1.32% and 1.94% accuracy improve-
ments, respectively.

2 Related work

Content Moderation. Social media platforms employ content moderation systems with human annotators/moderators
to control whether the UGC violates their policies [6]. However, the vast amount of UGC led these platforms to
turn to Artificial Intelligence (AI) models for moderating large volumes of content and reducing the involvement of
human moderators. AI-based content moderation models would need to demonstrate higher performance to replace
human moderators entirely. Thus, most of these platforms utilize AI models to make an initial screening of content.
Human moderators then review content that has been flagged in order to make the final decision [7]. Considering the
above, enhancing the performance of AI content moderation models can be a contributory factor to reducing human
involvement, which is increasing [8] as UGC scales up.
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NSFW detection. Early efforts to tackle the task of pornography detection were mainly based on human skin features.
In [9], the proposed method utilizes appropriate ranges in the RGB, Normalized RGB and HSV colour spaces, to
indicate the skin regions in an image and then performs the classification based on the size of the skin regions and
their relative distances. A similar method is proposed in [10] that tries to indicate the skin regions and then extract 28
skin-related features for each one of the indicated regions (orientation, size, solidity, position, etc.) that are utilized to
train a NSFW classifier. In addition, the authors of [11] argue that pornographic content tends to be placed in the centre
of an image; thus, they propose a method that splits images into zones before extracting the skin features. Departing
from these methods, [12] introduces a Bag-Of-Features (BOF) approach based on Hue-SIFT descriptors [13] that
achieves similar performance without including any shape or geometric modeling. Inspired by this idea, [14] applies a
BOF approach for detecting nudity in videos. The discussed traditional approaches share the same shortcomings. First,
false positive rates are high, as they are mostly based on the detection of exposed skin. Many types of SFW contexts
involve high rates of exposed skin, such as images depicting people sunbathing or fighting in a wrestling match. Second,
the existence of pornographic content with a low rate of exposed skin makes those methods unreliable for positive
sample detection.

The exceptional performance of the CNNs on visual tasks led researchers to employ them in the context of pornography
detection. The first CNN approach, presented in [15], fine-tuned the AlexNet [16] and GoogLeNet [17] models on
pornography data. Furthermore, [5] and [18] propose approaches for detecting pornographic content in videos by
leveraging both static and motion information. Finally, an effort to tackle the child sexual abuse detection problem is
presented in [19]. In the latter work, the proposed framework consists of two modules: one responsible for pornography
detection, and a second that estimates the ages of the depicted people. Although the above CNN-based approaches
exhibit high performance on specific datasets, they can not generalize effectively, and thus they face challenges when
deployed “in the wild”.

Regarding training datasets for this task, the abundance of pornography data on the Internet allows for collecting
plenty of positive data, which is a widely adopted data collection approach[19, 20, 21, 22]. Although collecting
positive data is straightforward, populating the negative class with task-oriented data still constitutes a great challenge.
Utilizing existing datasets, such as COCO [23, 21], does not provide an effective solution, as such datasets do not
offer the data diversity that would enable a network to generalize well. The pornography-2k [5] constitutes the most
well-designed dataset in the literature. It consists of 140 hours of 1000 pornographic and 1000 safe videos. Specifically,
Pornography-2k is an extension of the Pornography-800, or NPDI dataset [24], and it is characterized by high data
diversity. The positive class includes both professional and amateur content, many genres of pornography, several races,
and animated content, while the negative class comprises videos of several contexts associated with skin exposure.

Disturbing content detection. Collecting data for disturbing content detection is a great challenge due to the nature
of the positive class. As a result, related datasets and efforts to address this task in the literature are limited. In [25],
the authors present a CNN based on AlexNet [16] as a backbone for detecting and censoring gore images. However,
its generalization capability is considerably restricted as the proposed model is trained on only 1000 gore images.
Furthermore, [26] presents an effort to address the problem of gore image classification. However, the same limitation
applies here, as the constructed dataset consists of 2,097 gore images while including disturbing images derived from
movie scenes, which can not effectively substitute the real-world disturbing data. Furthermore, the DID [2] is another
disturbing content dataset that consists of 5401 images, 2043 of which are labeled as disturbing. Although DID can be
considered as the largest dataset in the literature, it is still a small-scale dataset. The limitation in terms of scale of the
available datasets prevents the research community from developing highly accurate deep learning-based approaches
for addressing the problem of disturbing content detection. In this work, we propose a pipeline to enrich the training
data for these tasks and thus enhance the generalization capability of content moderation models.

Human-in-the-loop and interaction aspects. The nature of the content moderation problem requires highly accurate
models. As this is not yet achieved, human-in-the-loop approaches have gained ground. The authors of [27] introduce
a framework that supports human moderators’ suggestions regarding the relevance and categorization of content for
semi-automated content moderation. In addition, an active learning approach for properly selecting the data to be
reviewed by human moderators is proposed in [28]. In addition, [6] highlights the need of human-in-the-loop in content
moderation as automated moderation models threaten to further increase opacity caused by the insufficient explainability
of their decisions.

However, human annotators’ exposure to harmful content constitutes an underappreciated problem of utmost importance.
Such daily exposure can cause emotional distress, and severe psychological trauma to the annotators [8, 29]. The
authors of [30] propose utilizing image blurring to reduce moderators’ exposure to harmful data. However, blurring
cannot often convey the information contained in the image that would allow a human moderator to understand what it
depicts. Furthermore, [31] explores how grayscaling and blurring filters can reduce the emotional impact of content
moderation workers. However, they also highlight that the blurred images had usability issues (i.e., image content was
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Figure 1: Illustration of the two model adaptation strategies for content moderation. In the first strategy, the positive
samples are collected through task-specific data sources, such as websites with pornographic content for the NSFW
task, and the negative data from general data sources, such as large multimedia public datasets. In the second strategy,
task-specific data sources are unavailable; thus, both positive and negative data are collected from general data sources.

unclear, strain was caused on the eyes). These limitations prevent researchers from collecting and annotating such data,
which justifies the lack of datasets of adequate size for the disturbing content detection task. In this paper, we propose a
method for collecting and annotating such data while considerably reducing human intervention.

2.1 Problem formulation

Training a content moderation model for images can be formed as a binary classification problem. Let f(·) denote
the baseline model, then f l(·) denotes the model’s penultimate layer output. Furthermore, let DT and DL denote
the task-specific labeled datasets and large multimedia unlabeled datasets, respectively. Note that the latter consists
of mainly negative samples. Even though such datasets can be considered as “mostly safe”, the fact that they still
contain numerous samples of inappropriate content [32] is highly considered by CM-Refinery.M, A, and U denote
the manually annotated, automatically annotated, and unlabeled data, respectively, belonging to DL. Also note that,
M∪A ⊆ U andM∩A = ∅. Finally, the target is to semi-automatically assign labels to U and expand DT with both
M and A.
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3 Methodology

3.1 Model adaptation strategies

Here, we define two strategies in terms of the model adaptation process. Note that in this work, the term data refers to
images unless stated otherwise. The first strategy is related to content moderation tasks where the positive data (e.g.
NSFW images) can be easily collected from the web while task-oriented negative samples (e.g. SFW images) should be
carefully selected from general data sources, such as large multimedia public datasets (e.g., YFCC100m). For instance,
an image that depicts a person in a swimsuit constitutes a task-oriented negative sample for the NSFW task. The second
strategy corresponds to tasks that lack data in general (i.e., either positive or negative data). Here, both positive and
negative data should be derived from general data sources. For this model adaptation strategy, we experimented with
the task of disturbing image detection. Fig. 1 illustrates the model adaptation strategies.

3.2 Proposed pipeline

Strategy 1. The first stage of the proposed pipeline considers training an f(·) model, for each task. To this end, existing
task-specific benchmark datasets are utilized. Given that each task is binary, the binary cross entropy (BCE) loss is
employed. Having selected a large multimedia public dataset DL, the trained baseline models are utilized to classify all
the dataset samples and filter those for which the model’s predicted score is over a given threshold. Let X ∈ R3×h×w

denote the input of f(·). Then, this criterion can be defined as follows:

f(X) > t, t ∈ [0, 1],∀X ∈ DT (1)

where t denotes the threshold. The t value should be >> 0.5 in order to retain those samples that are classified
as positive with high probability. Following this procedure, the vast majority of the retained samples are negatives
that the baseline model misclassifies. Opting for such hard negative samples to populate the training data, instead of
general-purpose data that are trivial to classify, can considerably increase the model’s generalization capability. As
regards the positive data for this task, any task-specific data source (e.g., existing datasets, pornographic websites, etc.)
can be used for populating the training data.

Strategy 2. As regards the second model adaptation strategy, which lacks task-specific data sources, the unlabeled data,
U , collected from the large multimedia dataset using Eq. 1 are utilized to derive both positive and negative samples. As
already mentioned, the majority of these data are negative while only a small portion of them corresponds to positive
samples, thus we propose a method for (i) filtering these positive samples and (ii) maximizing the diversity of the
selected negative samples. First, a setM that consists of 1000 samples per class is created by a human annotator, which
constitutes the only human input during the proposed procedure. Let Mi ∈ R3×h×w and Uj ∈ R3×h×w denote the
i-th and the j-th sample ofM and U , respectively. Then, the cosine similarity between the manually annotated samples

Auto-Annotated

Manually Annotated
step1

 
Classifier

step2

Figure 2: Illustration of the proposed annotation procedure. First, there are two sets of data, the already annotated
data from the existing datasets (i.e., DT ) and the collected unlabeled data (i.e., U). Second, a few samples of U are
manually annotated. Then, given the similarity criterion, labels are assigned to the remaining unlabeled samples of U
when possible. Finally, both the manually (i.e.,M) and the automatically (i.e., A) annotated samples are added to DT .
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and the remaining unlabeled data is calculated as follows:

si,j =
f l(Mi)f

l(Uj)

||f l(Mi)|| ||f l(Uj)||
(2)

Afterwards, a radius near-neighbors (radius-NN) classifier h(·) [33] is utilized to assign labels to U samples. Let the
distance between two samples be calculated as 1− si,j and the radius parameter be denoted as a. Here, assigning a
low value to a is desirable, as sample pairs of higher similarity are more probable to share the same label. Note that, if
more than one labeled samples are in the radius of an unlabeled sample, j, the majority vote rule is followed by the
radius-NN classifier to assign a label to j. Fig. 2 illustrates the annotation procedure.

Given that the positive and negative training data should be balanced in terms of their size and the collected positive
data in U are limited, the size of negative data should be selected accordingly. Thus, we propose a diversity criterion for
maximizing data diversity while selecting the negative data to extend the training data. First, the step of auto-annotating
U data w.r.t. cosine similarity is repeated once more in order to collect more diverse negative data. Having collected
a large number of negative data, the target is to opt for the subset that demonstrates the highest diversity. Given that
finding the optimal subset in a large-scale set presents extremely high complexity, a random subset generation approach
is adopted to find a near-optimal subset. In particular, R >> 0 (R = 300, 000 in our experiments) random subsets
are created and the standard deviation for each subset is calculated. Then, the subset presenting the higher standard
deviation is opted for populating the negative class of data. This way, both the dataset balance and diversity are ensured.
After having enriched the training data, the baseline models are retrained to get the final models.

4 Experimental Setup

4.1 Datasets

The proposed approach has been evaluated on two content moderation tasks, namely NSFW and disturbing content
detection. As regards the NSFW detection task, the highly cited Pornography-2k dataset has been used for training
the baseline model, while the NudeNetData [4] and the YFCC100m [3] were used as task-specific and general data
sources respectively. The NudeNetData consists of 483,495 positive samples, while the YFCC100m consists of 99.2
million unlabeled Flickr images. Regarding the disturbing content detection task, the DID [2] was utilized for training
the baseline model and the YFCC100m was considered as the general data source for collecting and labeling new data.
Tab. 1 presents the described datasets.

4.2 Data prepossessing

Pornography-2k comprises videos, so pre-processing is necessary to extract video frames. In this work, we focus on
models for NSFW detection in images, thus, we do not leverage any motion/time information. Considering that in many
pornographic videos there are parts that do not depict any NSFW content, centre trimming is applied so that 80% of
their total duration remains. Then, one frame per five seconds is extracted for each video. This procedure resulted in
146,028 SFW and 114,368 NSFW images. Although the centre trimming contributed to properly labeling the frames,
we noticed that in some cases, samples labeled as NSFW do not depict any NSFW content. To overcome this, we
applied 2-fold (50%/50%) cross-validation and manually inspected the false predictions to correct the wrongly labeled
samples. The re-annotation procedure resulted in identifying 11,150 samples wrongly labeled as NSFW. Although
the human intervention was necessary for the context of this particular dataset pre-processing, this is not part of the
proposed method and it does not apply to other datasets.

Dataset Samples Positive Negative Source
Pornography-2k 2000 videos 1000 1000 websites
NudeNetData 713,857 images 483,495 230.362 websites

DID 5401 images 2043 3358 websites &
UCID [34]

YFCC100m 99.2M images - - Flickr& 0.8m videos
Table 1: Basic dataset information for Pornography-2k, NudenetData, DID, and YFCC100m.
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4.3 Baseline models

Selecting a proper CNN architecture for a specific task and dataset is crucial. Here, we opted for the EfficientNet [35]
models, as they have been shown to be one of the most effective CNN architectures on various visual tasks. EfficientNets
allow for scaling their width, depth, and input resolution. This scaling enables us to select a proper variant that fits a
given task and dataset. Although the computationally heavy variants (e.g., EfficientNet-b7) outperform the rest on big
datasets with many classes, such as ImageNet [36], the smaller variants are recommended for either smaller datasets or
few classes. Therefore, in this work we selected the EfficientNet-b1 variant.

4.4 Training details and evaluation protocol

As regards the NSFW task, the models are trained using the Stochastic Gradient Decent (SGD) optimizer with 0.9
momentum for 100 epochs with a learning rate of 0.001 and a batch size equal to 32. For the disturbing content
detection task, the models are trained for 15 epochs with the Adam optimizer with a learning rate of 0.0001 and for 10
epochs with a learning rate of 0.00001. The batch size is equal to 64. Note that the pretrained weights on the ImageNet
dataset were used as initial weights. The threshold hyperparameters t and a defined in Sec. 3.2 are equal to 0.8 and
0.85, respectively. For the threshold t, opting for a high value is necessary in order to keep the samples that the baseline
model classifies as positive with high confidence while assigning a value close to 1 to a is also desirable as samples
with higher similarity sharing the same label with higher probability. The hyperparameter R that denotes the number of
random negative subsets (see Sec. 3.2) has a value of 300,000. All experiments were conducted using an NVIDIA
RTX-3060 GPU. The official test splits were used for the evaluation of the Pornography-2k, while for the evaluation of
DID, 80%/20% training/test splits were used. Furthermore, to evaluate the generalization capability of the models, 20%
of the data U derived from YFFC100m was used for testing. The accuracy metric is used to evaluate the classification
performance of the models. Finally, all the class activation maps are derived by the GRAD-CAM approach [37], which
is a widely applied method for explaining the decisions of a CNN model.

5 Results

Tab. 2 presents the results of CM-Refinery for the Pornography-2k dataset compared to five state of the art methods,
namely VGG-16 + Bi-RNN [38], Motion - Optical Flow [5], Inter-intra Joint Representation [39], Attention and Metric
Learning Based CNN for Pornography (AttM-CNN-Porn) [19], and Frame Sequence Classification (FSC) [40], that
leverage both static and motion information. Although we do not take advantage of motion information, our baseline
model demonstrates competitive performance compared to the state of the art as demonstrated in Tab. 2. Improving the
baseline model by following the proposed pipeline enhances the model’s accuracy by 1.32% (i.e., 97.7%) on videos,
while the accuracy on frames increased from 92.84% to 95.71%. It is worth noting that CM-Refinery surpasses the state
of the art by 0.55% in terms of video accuracy while leveraging only static features. Furthermore, for the test set of
YFCC100m consisting of samples that the baseline model classifies as positive with confidence (i.e., 0% accuracy), the
proposed model achieves 98.76% accuracy, which indicates the enhanced generalization capability of the model.

The results for the DID are presented in Tab. 3. The baseline model achieves 93.06% accuracy, while the proposed
model achieves 95%. In addition, the accuracy of the proposed model without applying the diversity criterion is 94.44%,
which indicates the need of involving diverse data in the training sets. Finally, the proposed model achieves 79.49% on
the YFCC100m test set, which consists of samples that the baseline model misclassifies.

Method Pornography-2k YFCC100mframes videos
VGG-16 + Bi-RNN [38] - 95.33% -
Motion - Optical Flow [5] - 96.4% -
Inter-intra Joint Representation [39] - 96.88% -
AttM-CNN-Porn [19] - 97.1% -
FSC [40] - 97.15% -
Baseline (EfficientNet-b1 @ DT ) 92.84% 96.38% 0%
CM-Refinery 95.71% 97.7% 98.76%

Table 2: Performance comparison on DT : Pornography-2k.
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Method DID YFCC100m
Baseline (EfficientNet-b1 @ DT ) 93.06% 0%
CM-Refinery (w/o diversity criterion) 94.44% 73.03%
CM-Refinery 95% 79.49%

Table 3: Results of conducted experiments on DT : DID.

(a) Baseline model: 0.7916 (b) Refined model: 0.0016 (c) Baseline model: 0.9503 (d) Refined model: 0.005

Figure 3: Clear samples for humans that can confuse AI models. The baseline model predicts that the image of eggs
is NSFW with a score of 0.7916, while the refined model predicts that this image is SFW with a score of 0.0016.
Accordingly, the image of a smiling girl that lies on the ground is classified as disturbing with a 0.9503 prediction score
by the baseline model, while the refined model classifies it as non-disturbing with high confidence, as the prediction
score is equal to 0.005.

5.1 Qualitative analysis

In a real-world scenario in which users upload images to social media platforms, the biggest proportion of the query
images are SFW, and only a small proportion of them are NSFW. Therefore, NSFW detection models should be trained
on diverse SFW data to avoid the high rate of false-positives predictions. Although the creators of the Pornography-2k
dataset took into consideration the importance of diverse and difficult SFW data, there is one important question
that should be discussed: Do human and AI models judge the same samples as challenging? For instance, a human
can characterize an image that depicts people wrestling as a challenging sample, which indeed is, but there are other
cases that are extremely easy for humans while AI models fail to classify. Fig. 3a and 3b present such an example.
Surprisingly, the baseline model fails to classify as SFW a basket of eggs. Although humans ignore its difficulty in
being properly classified, it was found to be a very challenging sample for an AI model, as the colour and the edges
of the image are quite similar to certain human parts. On the contrary, the refined model can correctly classify this
sample as SFW. Accordingly, for the disturbing content detection, there are examples, such as an image of a salad with
red sauce or an image that depicts a human lying on the ground, as depicted in Fig. 3c and 3d. Such limitations are
addressed by following the proposed CM-Refinery approach.

(a) SFW: swimsuits (b) SFW: breastfeeding (c) NSFW: female breast and
genitals

(d) NSFW: male genitals

Figure 4: Class activation maps for NSFW detection task.
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(a) Non-disturbing: dish with
red sauce

(b) Non-disturbing: raw meat (c) Disturbing: blood (d) Disturbing: severe wound

Figure 5: Class activation maps for disturbing content detection.

(a) DeepAI: 0.9417 (NSFW),
Google: 3/5 (NSFW), Ours:
1e-5 (SFW)

(b) DeepAI: 0.9532 (NSFW),
Google: 5/5 (NSFW), Ours:
0.1248 (SFW)

(c) DeepAI: 0.0431 (SFW),
Google: 4/5 (NSFW), Ours:
0.6845 (NSFW)

(d) DeepAI: 0.0138 (SFW),
Google: 1/5 (SFW), Ours:
0.3453 (SFW)

Figure 6: CM-Refinery performance on 4 challenging samples (2 NSFW and 2 SFW) compared to Google Vision and DeepAI
NSFW Detector services. Google Vision API predictions are on a 1-5 scale (i.e., 1 and 5 correspond to SFW and NSFW with the
highest confidence, respectively), while CM-Refinery and DeepAI prediction scores (i.e., [0,1]) denote the model’s confidence of an
image being NSFW.

Furthermore, the class activation maps for four (two positives and two negatives) samples for the NSFW and disturbing
content detection tasks are presented in Fig. 4 and Fig. 5, respectively. As can be seen in Fig. 4a and 4b, the refined
model correctly classifies the challenging images that depict people wearing swimsuits and breastfeeding as SFW.
Furthermore, Fig. 4c and 4d demonstrate the capability of the refined model to focus on the regions of interest for the
NSFW detection task. Accordingly, Fig. 5a visualizes the class activation map for a sample that depicts a dish with red
sauce, and Fig. 5b demonstrates the activation map for a stack of raw meat. Although both samples are considered
very challenging to classify by the disturbing content detection models, the refined model correctly classifies them as
non-disturbing. On the other hand, Fig. 5c and 5d present the capability of the refined model to focus on the disturbing
regions of the images.

Fig. 6 presents the predictions of the refined NSFW model compared to two commercial NSFW detection services,
namely Google Vision AI 1 and DeepAI NSFW Detection 2. We opted for 4 (i.e., 2 SFW and 2 NSFW) challenging
samples for this purpose. As negative samples, we opted for images with a high rate of skin depicted (i.e., wrestling,
breastfeeding). As can be noticed in Tab. 6, both Google Vision AI and DeepAI services consider them wrongly as
NSFW, while the CM-Refinery model classifies them correctly. As positive samples, we selected an image with low
brightness and an image that has been intentionally modified to confuse the detectors. The DeepAI service fails to detect
both the NSFW samples, while the CM-Refinery model and the Google Vision AI fail to detect only the intentionally
modified sample (Fig. 6d).

1https://cloud.google.com/vision
2https://deepai.org/machine-learning-model/nsfw-detector
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6 Conclusions and Future Work

In this paper, we propose a method for refining content moderation models by leveraging large-scale multimedia datasets.
Two model adaptation strategies are considered for two content moderation tasks, namely NSFW and disturbing content
detection, as each strategy addresses different challenges while collecting and annotating new data. In addition, the
proposed method requires minimal human intervention for data annotation, which is of greatest importance, as such
data can have severe effects on the emotional well-being of viewers. The evaluation of the proposed approach shows
that not only do the refined models perform better on benchmark datasets, but they also present enhanced generalization
capabilities on unknown real-world data.

As future work, the subjective nature of this task could be explored, as it critically affects the labels of the data and
consequently the model’s behavior. Strictly defined labeling rules for each content moderation sub-task could assist
the development of more reliable and consistent models. Defining fine-grained labels on data could be an additional
contributory factor to this end.
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