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From a business and government point of view, there is an increasing need to interpret
and act upon information from large-volume media, such as Twitter, Facebook and
Web news. However, knowledge gathered from such online sources comes with a major
caveat—it cannot always be trusted, nor is it always factual or of high quality. Rumors
tend to spread rapidly through social networks, and their veracity is hard to estab-
lish in a timely fashion. For instance, during an earthquake in Chile, rumors spread
through Twitter that a volcano became active and there was a tsunami warning in
Valparaiso [Castillo et al. 2013]. Later, these reports were found to be false. Another
example concerns “astroturf campaigns”—a malicious use of Twitter and other social
media during election campaigns to provide fake support of a message or project by
grassroots participants, while at the same time hiding the original campaign sponsors
(usually elite groups or their lobbies). Researchers have identified numerous sources
of untrusted content, and through them they found that several online communities
interact with narratives stemming from conspiracy theories [Bessi et al. 2015]. A 2012
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report from Pew Internet Research on the future of big data [Anderson and Rainie
2012] argues that, even though by 2020 big data is likely to have a transformational
effect on our knowledge and understanding of the world, there is also high risk of
“distribution of harms” due to the abundance of inaccurate and false information.

There has been increasing research interest in computational models of assessing
properties of content and information, such as veracity and quality, and automatic
methods of uncovering deception. So far, information quality and deception has been
studied in relation to the manipulation of content, comments and tags, as well as
search engine results. For instance, this has been the focus of a series of relevant
workshops, namely AIRWeb (Adversarial Information Retrieval on the Web), with
the latest edition taking place in 2009 [Fetterly and Gyöngyi 2009]. More focus on
information credibility on the Web was given by the WICOW (Workshop on Information
Credibility on the Web) workshop series, organized until 2010 [Tanaka et al. 2010].
Later, the aforementioned two workshops merged into the WebQuality conferences
[Nielek et al. 2015]. However, the previously listed workshops have not sufficiently
addressed the social computing and multimedia analysis aspects of the problem, such as
characteristics and impact of short messages, their real-time nature, and interweaving
of social media users and content. These are increasingly important in view of the
ubiquitous use of social networking and media sharing applications, and the growing
reliance of information seekers on user-generated content in a number of domains (e.g.,
news, shopping, travelling).

Emphasis on social media aspects was given by another set of workshops, including
the workshop series on Making Sense of Microposts, with the latest edition being
organized for the fifth time in 2015 [Rowe et al. 2015], the RAMSS 2013 workshop
on Real-time Analysis and Mining of Social Streams [Zubiaga et al. 2013], and the
SNOW workshops on Social News on the Web, with the latest edition including a
data challenge on real-time topic detection [Papadopoulos et al. 2014]. Such workshops
have placed emphasis on the real-time nature and particular characteristics of micro-
blogging platforms (with Twitter being one of the most popular platforms of study),
and have addressed a number of challenging problems, such as trend detection and
tracking, event monitoring, influencer mining, and information spread.

Given the real-time nature of social media and their wide usage in cases of breaking
events, such as natural disasters or terrorist attacks, there have been several efforts to
study the quality and reliability of content that is circulated in such contexts [Castillo
et al. 2013; Gupta et al. 2013], and to compare the features of trustworthy content
with those of content carrying malicious or erroneous information [Canini et al. 2011;
Castillo et al. 2011; Gupta and Kumaraguru 2012; O’Donovan et al. 2012]. Most of
the aforementioned studies used Twitter as the source of social media content, and
examined a number of Twitter-specific features, such as number of hashtags, number
of retweets, number of followers, etc., as well as some more generic features, primarily
related to the text of tweets. An interesting question when comparing these studies
is whether their findings are transferrable to other social networks or whether they
are tightly related to the particular datasets/events that were used in these studies.
A recent benchmarking task [Boididou et al. 2015] in the context of the MediaEval
workshop series attempted to explore such questions. In parallel, another MediaEval
evaluation task focused on the credibility of image annotations in social media [Ionescu
et al. 2015].

Related efforts focused on devising automated methods of assessing the credibility of
shared content [Gupta et al. 2014], spotting fake content [Martinez-Romo and Araujo
2013; Boididou et al. 2014], and detecting rumors spreading in social media [Qazvinian
et al. 2011; Ratkiewicz et al. 2011; Seo et al. 2012; Liu et al. 2015; Ma et al. 2015;
Zubiaga et al. 2015]. Methods focusing on the credibility-veracity of individual items
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(tweets) typically adopt a supervised learning approach: models are built based on past
cases of true/fake items and then applied to new/unseen data. A key question related to
these approaches pertains to the transferability of their results, i.e., how applicable are
the pre-trained models in new domains/events. For instance, the study of Boididou et al.
[2014] demonstrated that previous methods overestimated the classification accuracy
that could be achieved by a trained model due to the fact that they did not account
for the change in the test domain/event. Other recent methods do not only solely rely
on features of individual content items and of their authors (users), but also take into
account the event to which these items refer, as well as the reactions of other users in
the network to these items. Furthermore, several of the aforementioned works are not
agnostic to the online context of a test content item, but study how false information
spreads over a social network and examine how feasible it is to detect the rumor at
an early stage. A noteworthy such study was carried out by Seo et al. [2012], which
deals with the problem of identifying the source (provenance) of rumors by injecting a
number of monitor nodes in the social network.

For this special issue, we solicited articles reflecting the state of the art and emerg-
ing trends in Trust and Veracity of Information in Social Media. Although manuscripts
focusing on all areas of trust and veracity of information were considered, we especially
encouraged submissions that focused on social networking environments and online
context; in particular, topics such as estimating trust on a user graph, detecting mis-
information given observations of social network connections and flows, and detecting
false content by leveraging geosemantic information. From 10 submissions, we selected
four high-quality articles that represent current themes of research on rumor and fake
content detection, and trust in social networking systems. In the following, we briefly
summarize each of the accepted articles.

Digital wildfires are rumors that spread uncontrollably on social media. The con-
tribution, Digital Wildfires? Propagation, Verification, Regulation and Responsible In-
novation, by Webb et al., is a multi-disciplinary survey on the area of false/malicious
information spread in online settings that results in the creation of digital wildfires.
Their survey brings together work from the areas of computational and social science,
and identifies research gaps, while proposing an agenda and a research methodology
to systematically explore the problem of unverified content propagation and to address
the issues of and governance by state agencies, news media, or even social media users
themselves.

A more specific problem is studied in the article, Geoparsing and Geosemantics for
Social Media: Spatio-Temporal Grounding of Content Propagating Rumours to Sup-
port Trust and Veracity Analysis during Breaking News, by Middleton and Krivcovs. In
particular, the authors present a social media analytics system to support journalists
in their verification processes, along with a novel approach to perform geosemantic
feature extraction and classification of evidence sourced from social media content in
terms of situatedness, timeliness, confirmation, and validity. Although the article fo-
cuses primarily on information that can be automatically extracted through processing
social streams, it also discusses human aspects of verification, namely the assistance
of the journalistic workflow through appropriate visualizations and insights that can
be supported by the proposed framework.

The article TISON: Trust Inference in Trust-Oriented Social Networks, by Hamdi
et al., focuses on the problem of computing trust on top of a social network expressing
trust ratings among its members. This is of special interest in online communities,
where interactions and explicit relations among members express a form of trust di-
rected from one member to another. The authors investigate the properties of trust
propagation within social networks, based on the notion of transitivity, and introduce
a new model, termed TISON, for trust inference within the network. To this end, they
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develop a Trust Path Search (TPS) algorithm and different Trust Inference Measure
(TIM) algorithms.

The fourth article of the special issue, Misinformation in Online Social Networks:
Catch Them All with Limited Budget, by Zhang et al., focuses similarly to the work
by Seo et al. [2012] on the general problem of misinformation detection in graphs,
in cases where the knowledge about misinformation sources is lacking. The article
demonstrates the equivalence of this problem to the one of influence maximization
in the reverse graph. Moreover, considering node vulnerability, the authors attempt
to detect the misinformation reaching to a specific user by placing a limited number
of monitors on the network. They then propose a minimum monitor set construction
algorithm to solve the problem in an optimal way and demonstrate its superiority in a
number of real-world networks.

Overall, the increasing interest in work on information trust and veracity combined
with the challenges and special nature of social media content make this a timely
special issue that we hope will contribute to the further development of this area. Given
the recent advances and breadth of the topic, as well as the level of interest in pertinent
events, such as workshops, we aspire for the articles of the special issue to be both
informative and thought provoking for readers. In addition, the variety of approaches
proposed and used in the articles reveals that there are many possible aspects and
nuances to this problem, and that a multi-disciplinary approach that combines different
computer science fields with concepts and methods from social science can be beneficial.
In this frame, we anticipate in the future a number of diverse and complementary
approaches to be combined in order to tackle different aspects of trust and veracity of
information in social media.
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