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Preface

Introduction

Chatbots are conversational agents that allow the user access to information and ser-
vices through natural language dialogue, including text and voice. Research on chat-
bots has advanced substantially in recent years, both in exploring the developments
regarding their design and underlying technology, especially artificial intelligence and
machine learning, and in advancing our knowledge about how people use and expe-
rience these agents. In addition, the ever-increasing usage of chatbots by people from
many walks of life requires us to consider its societal impact and ethical implications.
Chatbots are maturing for application areas including education, health, and informa-
tion services, and may be designed for individual users or for supporting collaboration.
They are an important emerging technology with potential to empower citizens to
engage in societal issues, customers to obtain information and help from service pro-
viders, patients to get critical health-related information or advice, or professionals to
get easy access to knowledge or resources for decision-making.

Within this evolving field, it is critical for researchers and practitioners to share
findings and experiences, and to discuss challenges and future directions. In particular,
we need meeting places that facilitate cross-disciplinary exchange, given the multi-
faceted challenges of the field of chatbot research, and their potential for societal
impact.

These goals motivated us to organize the third international workshop on chatbot
research and practice – CONVERSATIONS 2019 which was held during November
19–20, 2019, at the University of Amsterdam, the Netherlands. Chatbot researchers
were invited to share empirical, theoretical, and design results through full and position
papers. 50 participants with different backgrounds, including informatics, interaction
design, media and communication science, as well as psychology and social sciences,
registered for the workshop, reflecting the cross-disciplinary character of this area of
interest.

Chatbot research spans a broad range of topics, including user and communication
studies, user experience and design, development platforms and frameworks, chatbots
in networked collaboration, chatbots for all, and ethics and privacy. On the basis of the
results from the two previous CONVERSATIONS workshops, we outlined a set of
research challenges to guide the workshop contributions and output in terms of the
papers submitted and of group and plenary collaboration.



Paper Invitation, Review, and Revision

We invited researchers within the emerging field of chatbot research to submit papers
on novel results from their work. In total, 31 papers were submitted to the workshop;
28 full papers and 3 position papers. A rigorous single-blind review process was
conducted. All papers were reviewed by three reviewers with relevant expertise pro-
viding detailed feedback to the authors. The reviewers were Program Committee
members and workshop organizers.

18 of the papers were accepted as full papers, 10 following requests for minor
revision and 8 with requests for major revision. The revised papers were thoroughly
checked to ensure they met the quality standard.

For submissions authored by one or more of the workshop organizers, the entire
review and decision-making process was led by other organizers without the authoring
organizer being involved or given insight.

Workshop Outcomes

The full papers in these proceedings are structured according to three topics within
basic chatbot research – user and communication studies, user experience and design,
and chatbots for collaboration – as well as two key chatbot application areas – customer
service and education. The papers provide valuable new insight into these topics.

Under the topic of User and Communication Studies, Müller et al. applied quali-
tative comparative analysis to understand user resistance to chatbots for medication, an
approach which may be relevant also for user studies in other application domains.
Jalota et al. presented an approach to assess chatbots that serve as user interfaces to
knowledge repositories, such as the DBpedia chatbot, and Ischen et al. reported on a
study of user perceptions of chatbots in commercial contexts, with particular concern
for how human-likeness in such chatbots affect privacy perceptions.

User Experience and Design was addressed in four papers. Baez et al. presented an
approach to a conversational paradigm in web browsing to particularly benefit visually
impaired users but also of relevance to other use cases. Catania et al. reported on a
study of users’ experiences with a conversational agent for the cognitively impaired,
providing rich insight into the variations of how chatbot interaction may be perceived.
Contributing to our understanding of how to design for good user experiences in
conversations, Liebrecht and Van Hooijdonk leveraged data from web care represen-
tatives, identifying conversational characteristics of particular importance. Finally, the
question of gender in chatbot design was discussed by Feine et al. in a timely study of a
large number of current chatbots.

Four papers concerned the increasingly relevant topic of Chatbots for Collaboration,
that is, how chatbots may engage in collaborative relationships with users – individ-
ually or in groups. Nordberg et al. presented a study of how chatbots may be useful
within online peer support groups, Väänäänen et al. investigated how chatbots may
encourage and facilitate social participation, and McAllister et al. discussed the benefit
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of a chatbot to support therapists preparing for bibliotherapeutic counselling. Heyselaar
and Bosse, addressed a precondition for such collaboration: users’ perceptions of
agency in chatbots and how this may be implicitly studied through a theory of mind
task.

Several papers also addressed specific application areas, in particular Customer
Service and Education. Within the customer service area, two papers addressed factors
affecting chatbot uptake and use for this purpose: Van der Goot and Pilgrim explored
the effect of age differences on perceptions of chatbot communication and Laban and
Araujo reported on the relationship between service performance evaluation and per-
ceptions of cooperation with the chatbot. The remaining two papers on chatbots for
customer service, by Kvale et al. and by Følstad and Tylor, pointed towards the benefits
of using chatbot dialogue data to understand and improve such chatbots. Within the
education application area, von Wolff et al. presented a study on students’ requirements
for educational chatbots. Hobert and Berens reported on a field study where an edu-
cational chatbot had been applied throughout a full semester university course, and
Tegos et al. presented a framework for chatbot applications in massive open online
courses (MOOC).

While the immediate tangible outcomes of the workshop are the presented papers,
the group and plenary discussions returned an overview of key challenges and direc-
tions within the main topics of the emerging field of chatbot research. As such, the
discussions at the workshop, in addition to the presented papers, serve as a good basis
for future collaborations within this field. We already look forward to continuing the
sharing and discussions at CONVERSATIONS 2020 – to be announced.

November 2019 Asbjørn Følstad
Theo Araujo

Symeon Papadopoulos
Effie L.-C. Law

Ole-Christoffer Granmo
Ewa Luger

Petter Bae Brandtzaeg
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Conversational Agents in Healthcare:
Using QCA to Explain Patients’ Resistance

to Chatbots for Medication

Lea Müller(&) , Jens Mattke , Christian Maier ,
and Tim Weitzel

University of Bamberg, Bamberg, Germany
lea.mueller@uni-bamberg.de

Abstract. Complete information is very important to the accuracy of diagnosis
in healthcare. Therefore, the idea to use conversational agents recording relevant
information and providing it to healthcare facilities is of rising interest.
A promising use case of the involvement of conversational agents is medication,
as this data is often fragmented or incomplete. The paper at hand examines the
hindrances in the way of patients sharing their medication list with a chatbot.
Basing on established theories and using fuzzy-set qualitative comparative
analysis (QCA), we identify bundles of factors that influence patients lacking
willingness to interact with a chatbot. Those typologies of patients can be used
to address these hindrances specifically, providing useful insights for theory and
healthcare facilities.

Keywords: Conversational agents � Qualitative comparative analysis � Status
quo bias perspective

1 Introduction

Adherence to therapies and medication is a primary determinant of treatment success,
as a poor adherence reduces the clinical benefits and in the long-term, the overall
effectiveness of health systems [1]. When prescribed a medication, only 50% of
patients stick to their medication plan [1], which imposes severe risks to patients health.
Further, there is often missing a complete overview on the prescribed and dispensed
medication, due to inconsistent information between different actors of the healthcare
system [2]. For example, a patient gets prescriptions from his or her general practitioner
and from a cardiologic specialist, without knowing from each other and buys more
drugs on in the local pharmacy, leading to fragmented information on one’s medication
plan. As a result, the patient himself might be the only one who knows exactly which
drugs he is actually taking [2], which makes it not surprising that adverse drug events,
such as overdosing, drug-drug-interactions, or contraindications are a major safety
issue for hospitalized patients [3].

To avoid this fragmentation of information and the assigned negative consequences
for patients’ treatment and health, many European countries try to establish eHealth
strategies, aiming at providing an accurate, current medication list of a patient [4]. One
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attempt is to integrate chatbots, recording the required information from the patient and
making it available to physicians [2]. This would not only provide better information
on the patients’ medication list and plan, but could also help patients’ to gain infor-
mation on the medications and drugs concerning adverse effects, drug-drug-interactions
or contraindications [2]. However, in the same vein, a patient’s medical record
including the medication list depicts very sensitive data [5], which makes it not sur-
prising that many users resist to chatbots in healthcare and are unwilling to change their
current situation to use a chatbot for medication [6]. This resistance impedes a wide-
spread chatbot adoption and therefore, the avoidance of adverse drug events in
healthcare facilities. Therefore, this study aims at examining patients’ resistance to
using a chatbot for medication.

To examine why individuals are unwilling to change their current situation for
something new depicts the central tenet of the status quo bias perspective (SQBP) [7].
The SQBP offers a useful framework to explain resistance behavior on the individual
level [8]. SQBP is well established to explain resistance behavior in information sys-
tems (IS) research [9] and other disciplines [10], which is why we draw on SQBP to get
insights on patients’ resistance to using a chatbot for medication. In deep, the SQBP
offers six influencing factors causing individuals’ unwillingness to change the current
status quo for something new factors [7]: transition costs, uncertainty costs, loss
aversion, sunk costs, anticipated regret, and decisional control. We align with recent
insights from resistance research in the context of enterprise IS, which states that
different individuals differ in their reasons for usage resistance [11]. Therefore, we
follow these insights and suggest that there are multiple configurations of these six
influencing factors of the SQBP shaping patients resistance to using a chatbot for
medication. Thus, the aim of this study is to examine those configurations, thus sets of
influencing factors, that when working together, lead to patients’ resistance to using a
chatbot for medication. Providing this knowledge respecting the variance in percep-
tions from individual to individual helps to address the reasons why patients resist
using a chatbot for medication. Consequently, it helps to realize the assigned advan-
tages in terms of the avoidance of adverse drug effects and availability of the medi-
cation data. Therefore, we ask the following research question:

What configurations of influencing factors lead to patients’ resistance to using a chatbot for
medication?

As stated above, to answer our research question, we base on SQBP and apply a
configurational approach using fuzzy set qualitative comparative analysis (fsQCA).
Thereby, we reveal four configurations of influencing factors leading to patients’
resistance to using a chatbot for medication. We contribute to resistance research by
showing that resistance cannot be explained by a single influencing factor but by
conjunctions of factors, that are equifinal, meaning that there is more than one con-
figuration yielding the same outcome and asymmetry, indicating that an influencing
factor within a configuration can be more or less important varying from individual to
individual. Further, we contribute to chatbot research in the domain of healthcare, as
we present reasons to resist using a chatbot for medication, which helps healthcare
facilities to address these reasons better in order to realize their chatbot project.
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2 Theoretical Background

To answer our research question concerning the underlying reasons for patients to resist
using a chatbot for medication, we need to integrate prior research on chatbots in
healthcare and prior research about resistance to something new, including the status
quo bias perspective (SQBP). Integrating all of them enables us to combine existing
knowledge in order to explain patients’ resistance to using a chatbot for medication.

2.1 Chatbots in Healthcare

Chatbots nowadays use natural language processes pattern matching and ontologies to
steadily improve the user experience and their imitation of human-to-human conver-
sation [12]. Whereas early chatbots like ELIZA had only rudimentary abilities to take
part in conversations based on simple decision trees [13], today’s chatbots can be
defined as computer programs enabling a natural language communication between a
human and a computer, basing on artificial intelligence [12]. To address the rising costs
and the still increasing demand for employees in the field of healthcare [14], the
application chatbots in healthcare to reduce costs and optimize personnel-intensive
processes like diagnosis and medication is not new [15]. However, there are also
specific challenges that need to be considered for the application of technology-based
optimizations, especially for technology, which should be delivered directly to patients
[16]. The privacy and security of personal health information is a critical concern for
the implementation of health IT applications [17]. Even if patients value the possible
benefits accruing from the use of personal health information, they face the tension
between concerns about the privacy of their information and the need for personal-
ization [17]. These specific challenges need to be considered for the application of
chatbots in this sector, especially for scenarios of chatbot applications that directly
affect patients, as a disregard of these factors can cause patients’ rejection of the chatbot
and their resistance to using the chatbot as intended by care providers and employees of
healthcare facilities.

Prior research has examined some use cases for chatbots in healthcare [18]. So far,
chatbots have been already used in a medical offices to perform the interviewing duties
of an intake nurse [19] or physician [20] or as “Pharmabot”, designed for the pre-
scription and suggestion of medicine for children, as well as a source for information
about the medication for their parents [15]. A fourth example is the usage of chatbots in
the field of mental healthcare [21]. The concept combines natural language under-
standing with emotion recognition and thus enables psychiatric counseling. The case-
based counseling response model is combined with an ethical judgment model and has
been applied in the intervention of alcohol consumption habits of young adults [21].
However, all these studies have focused the adoption or usage of chatbots [18, 20],
whereas the studies examining the resistance to using chatbots in healthcare remain
very limited. However, as resistance is not just the opposite of usage, due to the causal
asymmetry, meaning that the inverted factors for usage of chatbot do not necessarily
lead to resistance, but there are new specific factors causing resistance [8]. Therefore, to
address patients’ resistance to using chatbots for medication we need to consult
explicitly prior research on resistance, which is presented hereafter.
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2.2 Resistance and the Status Quo Bias Perspective

Individuals’ resistance to change or to use a new IS has been an established research
stream in IS and psychology, covering resistance from different perspectives, as
resistance can be expressed through behavior, affective or cognitive resistance or
describe a disposition [8, 22–24]. As the aim of this study is to explain patients’
resistance to using a chatbot for medication, we focus on the behavioral perspective of
resistance [8], defining resistance as the negative behavioral response associated with
change. To explain individuals’ unwillingness to change, IS scholars [8, 9, 24, 25] and
related research [10, 26–28] have widely referred to the status quo bias perspective
(SQBP) [7], considering the costs or threats associated with a change to a new situa-
tion. According to SQBP, an individual’s resistance to something new is influenced by
the six influencing factors transition costs, uncertainty costs, loss aversion, sunk
costs, anticipated regret and decisional control [7]. Thereby, individuals’ decision to
stick with their current situation, meaning that they follow an incumbent course of
action, rather than deciding to change their situation and adopt a new course is biased
by these factors, which leads to individuals maintaining the status quo. Transition
costs are defined as the assessment of the time and effort required to adapt to a new
situation [24]. Uncertainty costs are defined as the assessment of information search
and analysis efforts for decision-making [7]. Loss aversion refers to the observation
that individuals weigh costs higher than gains [29]. Sunk costs refer to an individual’s
“desire to justify previous commitments to a course of action by making subsequent
commitment” [7 p. 37] and motivate individuals to keep the status quo.. Anticipated
regret is defined as individuals’ feeling that they will regret their decision for some-
thing new in the future [30]. When individuals are in the decision-making process for
something new, they asses how they will feel about leaving the status quo and whether
they will regret leaving the status quo. Decisional control refers to the freedom to
“make choices as making a decision enforces the individual’s perception that he or she
controls the situation” [7, p. 40].

So far, SQBP mainly has been used to explain resistance to change in the context of
implementations of IS in the organizational context [8, 9], but there is no research
treating the resistance to using a chatbot for medication or connecting resistance
research with automation in healthcare. Therefore, we adapt the provided influencing
factors identified by SQBP to the context at hand where necessary. In line with the
insights from prior research [7–9], we define patients’ resistance to using a chatbot
for medication as patients’ negative behavioral response to the change from their
current form of consultation to using a chatbot for medication. Further, we adapted the
identified six influencing factors to our application context, where needed, as presented
in Table 1.

2.3 Research Gaps

Drawing on the insights from above, we see that there are several research gaps to
address, which we want to summarize again in short.

First, research on the application of chatbots was mainly concerned with the
acceptance of chatbots treating influencing factors of adoption and usage of chatbots.

6 L. Müller et al.



Research states that a study of the causes of acceptance often tells us very little about
the causes of failure [31], as resistance is not the counterpart usage [8]. Those con-
structs are related in causal asymmetry, which means that negating the factors leading
to the usage of a chatbot does not necessarily lead to resistance, but resistance has
their own influencing factors, which are not the mirror opposites of factors leading to
usage [31].

Second, resistance research treats mainly the examination of resistance to the
implementation of a new IS in the organizational context [8, 11, 32], whereas insights
on the resistance to private IS use, such as chatbots for medication are rare.

Third, recent research in the context of resistance to enterprise IS revealed, that
different individuals resist different influencing factors [11]. This is in line with com-
plexity theory [31, 33, 34], which states that (1) individuals’ behavior is influenced by
configurations of influencing factors [35, 36]. This means that patients do not evaluate
each influencing factor of why they resist using a chatbot for medication in isolation,
but they decide upon the complex interaction of the influencing factors, which in
conjunction influence the behavior (conjunction causation). Furthermore, (2) there is no
fixed set of influencing factors influencing patients, but that different patients might be
influenced by different sets of influencing factors (equifinality). This is related to the
fact that (3) influencing factors found to be causally related for one patient to explain
resistance, may be irrelevant or even inversely related for other patients to explain
resistance (asymmetry). In summary, theory and previous research suggest that an
individual’s resistance behavior is determined by configurations of interconnected
relationships between influencing factors [37]. This perspective of complex pattern for
individual’s behavior generally confirmed in other disciplines [35, 36, 38, 39] and is
initially confirmed with IS resistance research [11]. This suggests that there might be a
certain typology of resistance behavior expressed through multiple configurations of
influencing factors yielding and explaining patients’ resistance behavior towards using
chatbots for medication, which has not been treated so far.

Table 1. Adaptation of influencing factors

Influence
factor

Definition in the context of using a chatbot for medication

Transition
costs

Patients’ assessment of time and effort requires adapting to use a chatbot for
medication

Uncertainty
costs

Patients’ assessment of information search and analysis efforts for patients’
decision-making whether to use a chatbot for medication

Loss aversion Patients’ tendency to weigh the costs of using a chatbot for medication
higher than the benefits of using a chatbot for medication

Sunk costs Patients’ assessment of the effort and time invested in establishing and
following the current form of consultation

Anticipated
regret

Patients’ assessment that they will regret to use a chatbot for medication

Decisional
control

Patients’ assessment of the freedom whether to use a chatbot for medication
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3 Methodology

To address the revealed gaps, we base on a quantitative survey study analyzed with the
configurational approach of fuzzy-set QCA to reveal configurations of factors leading
to patients’ resistance to using a chatbot for medication, as suggested by prior IS
research [40–43]. The data collection and data analysis are presented in more detail
below, including the used measures, the validity, and reliability of the measurement
model and the validity of our results.

3.1 Data Collection

We used an online survey using Amazon Mechanical Turk (mTurk), which is a valid
and established data collection approach [44], frequently applied in research to identify
distinct types of individuals [45]. Our sampling strategy was to attract individuals from
different countries who have consulted their physician within the past year, as we
wanted them to be able to assess their current consultation form and treatment situation.
We only accepted individuals who are aware of chatbots, meaning that we ask them
with a little scenario at the beginning, whether they have heard of conversational agents
before and if they could name an example where they got in touch with them. We
provided information on what medication is and how the medication process works to
explain the use case. We followed recommendations and used multiple screening
questions to filter out individuals who did not understand our explanations [44]. In total
255 individuals participated in the survey, 44 participants were removed, as they did
not pass the screening questions ensuring that the individuals understood the concept of
chatbots for medication. We removed 15 participants as they failed the ‘robot-
questions’ (“Please select the shown answer in the picture to assure that you are not a
robot.”). To ensure a high quality of the data, we included two attention tests [44]. The
attention tests are questions embedded into other questions, asking to select a distinct
value on a Likert-scale. In the first attention test, eight individuals did not select the
correct value on the Likert-scale, and seven participants failed the second attention test.
Overall, the low failure rate of the attention test indicates a high quality of the data
sample. The final sample consists of 181 individuals. In line with sample size
requirements for QCA studies [46], we need at least 30 participants, therefore the
sample size is large enough. The demographics are displayed in Table 2.

We additionally tested for common method bias and applied Harman’s single factor
test, which indicates how much of the data is explained by only one factor [47, 48].
Harman’s single factor test reveals that only 35% of the variance is explained by one
factor, which is below the recommended 50% threshold.

3.2 Measures

Our measures are based on existing validated measures from previous research (see
Appendix). To measure patients’ resistance to using a chatbot for medication, we
adapted three items [24] by changing the context to not using a chatbot for medication
(Cronbach’s alpha: a = 0.90). For transition costs, we used two items used in previous
resistance studies [24]. We adapted the items to our context by referring to the usage of
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a chatbot for medication instead of referring to cloud software (a = 0.84). For
uncertainty costs, we use three items [49] and adapted the items to our context
(a = 0.87). The same applies to our two items for measuring sunk costs [24] (a = 0.92)
and the two items measuring anticipated (action) regret [50] (a = 0.88). For decisional
control, we base on three items [51] (a = 0.79). To measure loss aversion, we follow
the recommendation of Lee and Joshi [9] to assess whether patients assign greater
weight to costs rather than benefits when deciding on using a chatbot for medication.
For this, we additionally measured perceived benefits using five items [52] and adapt
the items to our context (a = 0.89). We then compare the perceived costs, composed of
transition costs and uncertainty costs, to perceived benefits. If the mean perceived costs
outweigh the perceived benefits, then loss aversion is present. Otherwise, if the per-
ceived benefits outweigh the mean perceived costs, then loss aversion is absent.

3.3 Measurement Model

To ensure content validity we only used items validated in previous research. All item
loadings were higher than 0.707, which attests indicator reliability [53]. To test for
construct reliability, we tested for the average variance extracted (AVE) and composite
reliability. The AVE of each construct is higher than 0.50 and the CR for each construct
is higher than 0.70, which attests construct reliability. We can ensure discriminant
validity, as the square root of the AVE is higher than the corresponding correlations of
the constructs [54] (see Table 3). Furthermore, we calculated the heterotrait-monotrait
(HTMT) ratio, which is 0.72. This is lower than the absolute HTMT0.85 criterion [55]
and therefore attests discriminant validity.

Table 2. Demographics

 Demographics of 181 participants

Country of residence [%] Gender [%] Age [%] (Mean: 34.0; SD:10.7)

United Kingdom 5.3 Male 39.5 18-20 6.7

United States 76.8 Female 53.2 21-30 45.6

Canada 1.6 Other 7.4 31-40 25.6

Italy 2.1 41-51 13.9

India 1.6 51 - 60 7.2

Other 12.6 61 - 70 1.1

Highest education level [%] Frequency of medical consultation 
per year [%] (Mean: 2.9)

High School / GED 13.9 1 38.5

Some College 15.0 2 18.4

2-year College Degree 17.2 3 17.8

4-year College Degree 35.0 4 10.3

Master’s Degree 13.9 5 4.6

Professional Degree 5.0 >5 10.3

Conversational Agents in Healthcare 9



3.4 Data Analysis Using fsQCA

To analyze which configurations of the six SQBP influencing factors lead to patients’
resistance to using a chatbot for medication, we take a configurational approach [37,
56] and use fuzzy-set qualitative comparative analysis (fsQCA). fsQCA primarily
reveals sufficient configurations associated with an individual’s resistance. Within this
configuration, the influencing factors can either be present or absent. The data analysis
consists of three steps. First, the calibration, transforming the scale values of the
survey data into fuzzy sets using three qualitative anchors (value 1 for full non-
membership; value 4 for the crossover point, value 7 for full membership) [37, 57].
Second, the analysis of necessary influencing factors that need to be present if
patients resist using a chatbot for medication. To be considered as necessary, the
influencing factor needs to exceed the recommended consistency threshold of 0.90
[58]. The consistency indicates the degree to which cases with the same influencing
factors share the same outcome [59]. Third, the analysis of sufficient configurations of
influencing factors examining bundles of influencing factors leading to patients’
resistance to chatbots for medication. For all three steps, we used the fsQCA software
3.0 provided. To conduct the analysis, we first construct the truth table which lists all
possible configurations of the influencing factors. Because we have six influencing
factors, the truth table consists of 2k configurations, with k being the number of
influencing factors. Thus, the truth table shows 64 possible configurations. Second, we
apply a recommended frequency threshold (n = 2), consistency threshold (consis-
tency = 0.85) and a PRI consistency threshold (PRI consistency = 0.75) to reduce the
truth table to sufficient configurations. This means that all configurations that do not
represent at least two observations, which have a lower consistency than 0.85 and a
lower PRI consistency then 0.80 are excluded from further analyses. Third, we apply
the Quine-Mc-Cluskey algorithm to minimize the sufficient configurations of
influencing factors leading to an individual’s resistance.

Table 3. Descriptive statistics and discriminant validity
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4 Results

The analysis of necessary influencing factors for patients’ resistance to using a chatbot
for medication reveals anticipated regret to be a necessary influencing factor (consis-
tency > 0.96, coverage > 0.71). This means that every time patients resist using a
chatbot for medication, they feel that they may regret their decision for it and aim at
avoiding a potential feeling of regret. Yet, the sheer presence of anticipated regret does
not necessarily lead to resistance behavior. Therefore, we analyze for sufficient con-
figurations of influencing factors. We identified four sufficient configurations leading to
patients’ resistance to using a chatbot for medication (see Fig. 1). Black circles indicate
the presence of an influencing factor, e.g. a black circle for uncertainty costs indicates
that the patient perceives high uncertainty costs. Crossed out white circles indicate the
absence of an influencing factor, blank spaces indicate a ‘don’t care situation’. For
instance, a blank space for uncertainty costs means that in this sufficient configuration,
uncertainty costs have a subordinated role because the patient can either assess to have
uncertainty costs or assess not to have uncertainty costs. The overall solution consis-
tency is 0.92 and the solution coverage is 0.68. Coverage thereby is a measure of the
proportion of cases explained by the four sufficient configurations.

C4

Conditions

Configuration

Transition costs

Uncertainty costs

Loss aversion

Sunk costs

Anticipated regret

Decicional control

Raw coverage

Unique coverage

Consistency 

Solution coverage

Solution consistency

C1 C2 C3

0.59

0.19

0.93

0.39

0.04

0.96

0.36

0.01

0.98

0. 68

0. 92

Presence of necessary condition
Key:

Condition present
Condition absent
‘Don’t care situation‘

0.36

0.03

0.97

Fig. 1. Sufficient configurations leading to patients’ resistance to using a chatbot
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The first configuration (C1) indicates the presence of uncertainty costs, sunk costs
and decisional control, as well as the necessary condition anticipated regret, whereas
transition costs and loss aversion are outweighed by these factors. This indicated that
this type of patient does not see a high effort to change to using a chatbot for medi-
cation and does not worry about the benefits a chatbot could bring. However, the
uncertainty of whether it is the right decision to use a chatbot for medication and the
strong feeling of anticipated regret, in terms of false medication if the chatbot makes a
mistake or a misuse of private sensitive data, leads to resistance. The third and fourth
configuration (C3, C4) match the SQBP, as all factors are present and sunk
costs/uncertainty costs are outweighed by the other factors. The second configuration
(C2) shows a type of patient who does not feel free in his or her decision in not using a
chatbot for medication, and is resisting to using a chatbot for medication because he
just cannot decide to do so. This type is aware of the benefits and does not see any
transition costs. Further, together with the anticipated regret of misdiagnoses or data
misuse, it outweighs the lack of transition costs.

5 Discussion

Despite the advantages of using a chatbot for medication in terms of data access and the
avoidance of medication failure, many patients resist to using them [6]. This impedes
the widespread adoption of chatbots for medication. This study bases on SQBP [7]
examine patients’ resistance to using a chatbot for medication respecting that patients
might resist for different reasons, assessing influencing factors differently [11]. Based
on a quantitative study, we identified four sufficient configurations of these influencing
factors leading to patient’s resistance to using a chatbot for medication with a fsQCA
approach. Identifying these sufficient configurations, we contribute to existing research
and provide guidance to practitioners, which both are presented in the following.

5.1 Theoretical Contribution

We contribute to the research stream of chatbots in healthcare, as we examine the
resistance to using chatbots, enlarging recent insights focusing on the adoption or usage
of chatbots [12]. Resistance is not the not just the opposite of usage, due to the causal
asymmetry, meaning that the negated factors for usage do not necessarily lead to
resistance, but there are new specific factors causing resistance [8]. To examine these
factors, be based on SQBP [7] and adapted the influencing factors to the context at
hand. Further, as resistance research in enterprise IS revealed, that different individuals
resist different (patterns of) influencing factors [11] we take a configurational approach
and examine what configurations of the six influencing factors from SQBP lead to
resistance. Using a configurational approach, we reveal equifinality of patients’ resis-
tance to using a chatbot for medication [37, 56]. This means that a patient’s resistance
is not explained by one configuration of influencing factors. Contrary, there exist four
sufficient configurations, which all lead to patient’s resistance. Future research should,
therefore, consider that individuals are heterogeneous and that resistance is grounded in
different influencing factors. This means that there is no ‘one-size-fits-all’ intervention
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to reduce resistance. Promising future research thus needs to examine what different
interventions are effective for each configuration. For instance, different interventions
might be needed for the individuals experiencing uncertainty costs than for those
experiencing transition costs.

Further, as shown above, we identified anticipated regret as a necessary condition
of the resistance to using a chatbot for medication, indicating that the patients do not
trust enough in chatbots to not being afraid of regretting using a chatbot for medication
in the future. This echoes prior research showing that different levels of trust exist for
the adoption of chatbots [60]. Whereas configurations C3 and C4 represent the existing
knowledge presented by the SQBP [7, 8], configurations C1 and C2 add valuable
knowledge. C2 probably wants to use a chatbot for medication but does not feel free in
his decision to do so, because of missing opportunities and C1 is an example of the lack
of trust causing the resistance to using a chatbot for medication as explained above. The
identification of sufficient configurations thereby not only contributes to the research
stream of chatbots in healthcare but also to resistant research, enlarging the limited
existing research on the resistance to private IS, as prior research was mainly concerned
with the examination of resistance to the implementation of a new IS in the organi-
zational context [8, 11, 32].

5.2 Practical Contribution

With the identification of four sufficient configurations leading to patients’ resistance to
using a chatbot for medication, we provide useful insights for healthcare facilities
willing to introduce such a chatbot. First, we see that all of the patients acknowledge
the advantages of chatbots in medication, but assess the assorted costs and risks higher
than the benefits. Strategically, this means that healthcare facilities should not be
stressing the advantages but need to take care of patients’ worries concerning the usage
of a chatbot for medication. For example, the presence of uncertainty costs indicates,
that the patients find it difficult make a well-grounded decision about using a chatbot
for medication. Furthermore, the presence of sunk costs indicates, that the patients are
worried to lose the connection to their physician. Here, healthcare facilities need to
show, that the chatbot is not necessarily replacing the physician but supporting him or
her in her diagnosis and the patient will still see his physician.

Further, we identified anticipated regret as a necessary condition, which seems
plausible, as this indicates that the patients are worried that the chatbot might record or
suggest the wrong things. The risk of data misuse or a false medication weighs heavy,
as in the worst case this could threaten patients’ lives. Here, healthcare facilities should
stress the controlling mechanisms to increase trust, and compare results of the chatbots
to normal consultations, as research indicates that these are not flawless as well [61].

5.3 Limitations and Future Research

In this paper, we use an individual perspective to explain why patients’ resistance to
using a chatbot for medication. Future research may also consider group effects, in
terms of whether patients’ are influencing each other in their perception of the chatbots
for medication a resulting, in their resistance. Further, one could base on an explorative
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approach to identify further influencing factors on resistance to using a chatbot for
medication, as well as the underlying mechanisms causing resistance generalizing the
revealed insights to other use cases, as we focus only one. Also, with the sampling
strategy of using MTurk for our data collection, we yield for a more diverse population.
However, this is also just a sample and therefore restricted in terms of generalizability.
Future research may want to reveal more diverse results for specific groups with the
same healthcare system and then aggregate them to a broader picture.

Appendix

The Table below shows our constructs and measures we used in the questionnaire, as
well as the loadings.

Construct and author Adapted item Loading

Benefits adapted
from [52]

I think using a chatbot for medication is convenient 0.896
I can improve my consultation by using a chatbot for
medication

0.922

I can save time by using a chatbot for medication 0.787
Using a chatbot for medication enables me to inform
the physician more quickly about my medical record
than by talking to medical staff

0.877

Using a chatbot for medication increases my
productivity of the consultation

0.858

Transition costs
adapted from [24]

Learning how to use a chatbot for medication would
take much time

0.945

Becoming skillful at using a chatbot for medication
would be hard for me

0.914

Uncertainty costs
adapted from [49]

It is hard to compare my current medication conducted
by a ‘real’ physician with a medication conducted by a
chatbot

0.786

Even when I have all information about chatbots,
comparing my current consultation conducted by a
‘real’ physician to a consultation with a chatbot for
medication is difficult

0.869

I would have to search a lot of information to decide
whether to use a chatbot for medication

0.850

Sunk costs adapted
from [24]

I have already invested a lot of time in the relationship
with my physician during the consultation

0.963

I have already invested a lot of time in establishing a
good relationship with my physician (e.g. he knows all
the details about me and memorizes them)

0.965

(continued)
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(continued)

Construct and author Adapted item Loading

Anticipated regret
adapted from [30]

If I decide to use a chatbot for medication and it turns
out to be a failure, I will regret incurring a potentially
large loss in terms of treatment

0.874

If I decide to use a chatbot for medication and it turns
out that the medication complicates my medical
treatment, then I will regret not to consult a ‘real’
physician instead of the chatbot

0.882

Decisional control
adapted from [51]

The decision whether to use a chatbot for medication
gives me a chance to use my personal initiative or
judgment

Removed

The decision whether to use a chatbot for medication
allows me to decide on my own

0.800

The decision whether to use a chatbot for medication
provides me autonomy in making the decision

0.886

It was an easy decision to pick the best alternative 0.829
User resistance
adapted from [8]

I will not comply with using a chatbot for medication 0.923
I will not cooperate to use a chatbot for medication 0.909
I oppose using a chatbot for medication 0.898
I do not agree with the usage of a chatbot for
medication

0.929
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Abstract. As chatbots are gaining popularity for simplifying access
to information and community interaction, it is essential to examine
whether these agents are serving their intended purpose and catering to
the needs of their users. Therefore, we present an approach to perform
an ex-post-facto analysis over the logs of knowledge base-driven dialogue
systems. Using the DBpedia Chatbot as our case study, we inspect three
aspects of the interactions, (i) user queries and feedback, (ii) the bot’s
response to these queries, and (iii) the overall flow of the conversations.
We discuss key implications based on our findings. All the source code
used for the analysis can be found at https://github.com/dice-group/
DBpedia-Chatlog-Analysis.

Keywords: Empirical study · Knowledge-driven chatbot · Intent
clustering · Knowledge graph · Conversational AI

1 Introduction

Recent years have seen a resurgence [10] of chatbots. The solutions are now
used by a large number of businesses, in the entertainment industry, and for
curiosity-driven purposes. While some dialogue agents imitate customer-service
behavior to carry out certain tasks (e.g., Siri, Alexa, pizza delivery/hotel reserva-
tion chatbots), others act as an interface to explore underlying knowledge bases
or other structural databases. These latter kinds of chatbots provide unified,
malleable access to information, potentially collected from a wide variety of het-
erogeneous data. Recently, these data-driven agents have attracted significant
research interest leading to considerable enhancement in their capabilities [4].
However, only a few studies have investigated how the existing systems perform
and have leveraged their findings. Therefore, in this study, we present a general-
izable approach to examine how users interact with knowledge-driven chatbots
and their expectations with these agents.
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Here, we intend to analyze these conversations for understanding (i) how
users interact with knowledge-driven chatbots, (ii) whether the chat-
bots can sufficiently satisfy the expectations of the users, and (iii) the
possible avenues for improving chatbot quality and subsequently the
user experience. To that end, we suggest three general analytical streams for
investigating knowledge-driven chatbots. We run our analysis on a completely
anonymized version of log files, broadly categorized in the following three classes:

– Request Analysis: We measure the intents, and complexity within user
utterances to understand their perception towards the chatbot.

– Response Analysis: We characterize the common errors made by the chat-
bot as well as the reasons behind it.

– Conversation Analysis: We attempt to uncover common topics of conver-
sation and inspect the use of anaphora in the conversations.

In particular, we investigate log files from the DBpedia Chatbot [4]. The log
files provide domain-specific (here DBpedia-centered) information to enhance
community interaction/engagement and answers factual questions on any topic
using the DBpedia Knowledge Graph. Thus, this chatbot acts both as an
agent that renders frequently asked questions (FAQs) and as an interface for
knowledge-driven question answering, making it a unique case study. The DBpe-
dia Chatbot has been running for around 26 months at the time of writing.
During this period, it has been involved in over 9084 conversations. The find-
ings from the ex-post-facto analysis of the DBpedia Chatbot suggest that while
users do ask complex queries, they engage more in banter and simple questions.
They also tend to use colloquial language, make spelling errors and feel reluc-
tant to use appropriate casing or notation for proper nouns and abbreviations.
This indicates that they anticipate intrinsic human-level comprehension from a
machine, which in turn denotes the need for better natural language processing
(NLP) tools or providing more intuition about the limiting cases of the chatbot.

We believe the analysis and findings from this case study will benefit all those
genres of conversational interfaces that either engage in customer-service [18] or
empower data-driven applications [15].

Our contributions in this paper are two-fold: (1) we propose retrospective
data-driven approaches to inspect the performance and usage patterns of a
knowledge-driven chatbot, and (2) based on the findings, we suggest solutions to
improve DBpedia Chatbot’s architecture and user-experience. The source code
for our analysis of the DBpedia Chatbot1 can be found online2 along with the
source code of the chatbot3 itself. To ensure full compliance with the General
Data Protection Regulation, we do not share or publish the dataset.

1 http://chat.dbpedia.org.
2 https://github.com/dice-group/DBpedia-Chatlog-Analysis.
3 https://github.com/dbpedia/chatbot.

http://chat.dbpedia.org
https://github.com/dice-group/DBpedia-Chatlog-Analysis
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2 Related Work

In recent times, several new frameworks and approaches have been proposed
to evaluate the usability of dialogue systems and the motivation behind their
use. The evaluation of these systems can be carried out in experimental environ-
ments where a set of people examine a chatbot’s performance for a certain time
period and report their experience [14]. Or, they can be done in a completely
natural setup where the chatbot interacts with the target audience and eventu-
ally, the log files, collected over a period of time, are studied [12,23]. Employing
the natural evaluation setup, chatbot log files from a task-oriented chatbot of
a telecommunications company were examined [2] to detect whether only con-
versations were sufficient to determine users’ topics of interests and their level
of satisfaction. For this purpose, conversations were characterized as sequences
of events for network modeling and thereafter, network analysis techniques were
applied. Conversation analysis techniques were also applied to a banking chat-
bot’s log files [17]. In particular, the use of the intercoder reliability metric led
to the discovery of multiple patterns of conversation breakdown. Various other
experiments have also been conducted in experimental scenario-based settings
to compare repair strategy [3] and user preferences in cases of unsuccessful inter-
actions, and to improve the design of chatbots based on experiences of first-time
users [13]. In contrast to the works mentioned above, which primarily examined
domain-specific service-oriented chatbots, we carry out a global performance
evaluation of a hybrid chatbot that is not only capable of delivering domain-
specific information or engaging in banter but also acts as an interface to explore
a large knowledge graph.

We perform a completely data-driven analysis and suggest three possible
analytical steps for Knowledge Graph-driven Chatbots (see Sect. 5) to inspect
various nuances of the usage-patterns and user-satisfaction of a goal-oriented
chatbot.

3 Description of the DBpedia Chatbot

The open-source, open-access knowledge graph (KG) DBpedia [16], and its offi-
cial community mailing list served as the heterogeneous data source for building
the DBpedia-chatbot [4]. Developed for the purpose of enhancing community
interactions in the DBpedia community, the chatbot is capable of interactively
introducing users to the DBpedia KG, providing them with an intuitive inter-
face to (1) query existing knowledge by the means of an underlying Knowledge
Graph Question Answering (KGQA) [6] system, (2) answering queries regard-
ing DBpedia service checks like “Is lookup online?”, and (3) information related
to specific user chapters. The DBpedia Chatbot, hence, follows the pattern of
task-oriented chatbots [2,14].

Upon receiving user input, the chatbot classifies the intent of input as either
factual questions answerable via underlying KG, questions related to DBpedia
community, or banter. The factual questions are answered using a combination
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of tools based on the question answering vocabulary - QANARY [5], and Wol-
framAlpha,4 while a rule-based system with pre-defined responses handles the
DBpedia questions and the banter. The underlying system is trained by lever-
aging the existing FAQs, the DBpedia Discussion,5 and DBpedia Developers
mailing lists.6 We refer interested readers to the DBpedia Blog7 and the accom-
panying paper [4] on the abilities and the working mechanism of the chatbot.

4 Dataset

In this section, we introduce various statistical aspects of the chatbot’s
log dataset, which we subsequently analyze. The dataset is based on the
anonymized8 logs of the DBpedia Chatbot collected over two years and as of
July 2019, contains 90,800 interactions. The chatbot was used by a total of 9084
users, with the most common channel being web (with 9078 users), followed by
Slack and then Facebook Messenger. Every conversation in the dataset begins
with the chatbot introducing itself and its capabilities to the user. The user then
queries the chatbot, to which the chatbot responds with an answer and a feed-
back request. If the user submits feedback, the chatbot reacts to it accordingly.
Otherwise, another dialogue begins if the user asks a new query. We present
some preliminary characteristics of the dataset in Table 1, including:

– Conversation length: Number of interactions between a user and the chatbot.
– User-request length: The number of characters in a user utterance.
– Feedback-asked: The number of times the chatbot asks a user for feedback.
– Feedback-received: Amount of user responses to chatbot feedback requests.
– Feedback-content: The number of received positive and negative feedback.

Table 1. DBpedia Chatbot log data from Aug. 2017 to July 2019.

Characteristic Measure

Number of user-utterances Absolute 30263

Conversation length Avg. 10

Max. 1661

User-request length Avg. 113

Max. 3389

Feedback Feedback-asked 28953

Feedback-received 7561

Positive-feedback 3406

Negative-feedback 4155

4 http://products.wolframalpha.com/api/.
5 https://sourceforge.net/p/dbpedia/mailman/dbpedia-discussion/.
6 https://sourceforge.net/p/dbpedia/mailman/dbpedia-developers/.
7 https://wiki.dbpedia.org/blog/meet-dbpedia-chatbot.
8 No unique identifiers or demographics were collected by the DBpedia Chatbot.

http://products.wolframalpha.com/api/
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5 Approach

In this section, we describe our proposed approach for analyzing various aspects
of domain-specific, knowledge-driven chatbots. The goal of these analyses is (i)
to understand the nature of user-requests: query-patterns and user-intentions;
(ii) examine whether the chatbot can serve its purpose and satisfy user-requests;
and (iii) get insights about the conversation flow to improve the chatbot’s archi-
tecture. We divide our analysis, based on different aspects of the conversation,
into three major categories, namely:

– Request Analysis: where we analyze a user’s request based on the intent and
complexity of the utterance. We propose to use either dependency parsing-
based techniques or sentence embeddings to capture a query’s intent and
thereafter, applying an unsupervised clustering method for classifying the
intent of the utterances. Furthermore, we present a rule-based dependency
parsing approach for determining an utterance’s complexity.

– Response Analysis: where we intend to identify common errors made by
chatbot by analyzing common entity types in failed responses and length
of conversations. We employ two different name entity recognition (NER)
systems, namely spaCy and DBpedia Spotlight for identifying entity types.

– Conversation Analysis: where we identify common user topics. We propose
to use DBpedia Spotlight to identify major conversation themes.

5.1 Request Analysis

In this section, we examine the manner in which users perceive and interact with
a knowledge-driven chatbot, in particular the DBpedia Chatbot, to determine
the important avenues of improvement. This is accomplished by identifying the
intent, complexity, and kind (factual/non-factual) of user utterances.

Intent Analysis: The intent of a user utterance broadly refers to the desired
outcome of a particular interaction with a chatbot. Our motivation is to check
the coverage of a knowledge-driven chatbot. Due to the lack of ground truth
data pertaining to queries’ intent, we perform this experiment in an open-ended
setting. This means, instead of classifying utterances into fixed classes, we use
unsupervised clustering algorithms9 to group user utterances and treat them as
latent intents.

For better generalization, we first detect entity mentions (using DBpedia
Spotlight [9]) and replace them with their corresponding schema type. For
instance, a query, “Who is Emmanuel Macron?”, is first normalized to “Who
is Person? ” and then undergoes the transformation required for clustering.

That is, due to the variety of queries, we rely on two approaches: (1) extract-
ing the verb-object pairs and vectorizing them through an embedding matrix, (2)
utilizing sentence embeddings that capture the semantics of the entire utterance.
9 Inspired by https://building.lang.ai/sorry-i-didnt-get-that-how-to-understand-

what-your-users-want-a90c7ca18a8f.

https://building.lang.ai/sorry-i-didnt-get-that-how-to-understand-what-your-users-want-a90c7ca18a8f
https://building.lang.ai/sorry-i-didnt-get-that-how-to-understand-what-your-users-want-a90c7ca18a8f
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(1) For extracting the candidate pair, i.e., the verb-object pair in the query,
we employ the state-of-the-art Stanford’s dependency parser [22]. User
queries can lack either a verb or an object or both. If the verb-object
pair is not found, we look for one of the following pairs: noun-nmod,
noun-nsubj/pron-nsubj, propn-nmod, nmod-case or noun-cop in the
order mentioned. This order was determined via a preliminary analysis over
the dataset. Table 2 shows candidate pairs generated via dependency pars-
ing on a few queries. These pairs are vectorized using fastText [21] subword
vectors.

Table 2. Candidate pairs from dependency parsing

Query Dependency relation Candidate pair

give the German history verb-object (give, history)

What is the plot of Titanic? noun-nmod (Titanic, plot)

What is a computer? pron-nsubj (What, computer)

what about your breakfast nmod-case (breakfast, about)

Who is president of Country propn-nmod (president, Country)

now we want to be your friend noun-cop (friend, be)

(2) Taking into account that the dataset is replete with malformed queries,
there are many utterances that do not fit the dependency relations described
above. Thus, simply relying on candidate pairs is not sufficient for intent clas-
sification. In this regard, to capture a deeper insight, we employ Multilingual
Universal Sentence Encoder [26] to encode user utterances and subsequently
cluster the vectorized utterances based on their semantic similarity.

To cluster the vectors obtained via the two methods described above, we (1)
reduce their dimensions (to 50) using Principal Component Analysis (PCA)10

and (2) standardize them to obtain normally distributed data. From our obser-
vations, without standardization, the clustering algorithms did not perform well
and categorized most of the data as noise.

We (3) applied t-Distributed Stochastic Neighbor Embedding (t-SNE) [19]
as a preprocessing step to enhance the performance of the (4) density-based
clustering performed via the Hierarchical Density-Based Spatial Clustering of
Applications with Noise (HDBSCAN) [20] algorithm.11

As for the clustering algorithm itself, we chose HDBSCAN primarily because
we found it to be faster on our dataset and superior at clustering data of varying

10 Applied as a preprocessing step for t-SNE algorithm, see https://scikit-learn.org/
stable/modules/generated/sklearn.manifold.TSNE.html.

11 We refer the interested readers to also check https://stats.stackexchange.com/
questions/263539/clustering-on-the-output-of-t-sne.

https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
https://stats.stackexchange.com/questions/263539/clustering-on-the-output-of-t-sne
https://stats.stackexchange.com/questions/263539/clustering-on-the-output-of-t-sne
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Fig. 1. Visualization of clusters obtained via HDBSCAN on the selected candidate-pair
vector embeddings. Each cluster consists of at least 25 samples. The top 10 clusters
out of a total of 35 have been labeled with their top terms.

densities. We also found that unlike other clustering algorithms that assume con-
siderable domain knowledge, HDBSCAN has more intuitive parameters to make
data-driven decisions. Figures 1 and 2 depict the results from both approaches.

Ex-post-facto research designs can be used if no requirements or experimental
investigation strategies exist and noisy variables cannot be controlled. Thus, ex-
post-facto designs only allow correlative statements on vast amounts of data.
These vast amounts of data can be collected with little financial and personal
effort using chatbot logs. By classifying utterances into well-defined categories,
one could perform such a correlative analysis. However, this usually requires
annotated data for the classification algorithm to generalize well.

Hence, we propose the above-described enhanced mechanism to automate
the clustering of utterances based on semantic similarity and actionable word
pairs, in the absence of labeled data. These clusters will guide our future research
agenda to satisfy user information needs.

Complexity of Utterances: With the increasing research interest in devel-
oping solutions [1,25] for complex question answering over knowledge-graphs, it
is crucial to investigate the number of such questions that are actually asked
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Fig. 2. Visualization of clusters obtained via HDBSCAN on sentence embeddings. Each
cluster consists of at least 25 samples. The top 10 clusters out of a total of 33 have
been labeled with their top terms.

by the users in real-world settings to such knowledge-graph driven interfaces.
Since factual questions constitute a substantial part of interactions with knowl-
edge graph-driven chatbots, we perform an experiment to better understand the
nature of these questions.

This experiment is primarily based on a distinction of question complexity.
A question is deemed to be complex if it contains a relative clause that modifies
the noun or pronoun in it. An example of such an utterances is “Can you give
me the names of women born in the Country during the 19th century?”. Con-
trarily, simple questions are devoid of any modifiers and follow a simple sentence
structure, such as “Who is Jimmy Wales?”, “When was Donald Trump born?”.

This distinction closely follows the distinction in KGQA, where a question
is defined to be simple if it is answerable via a single triple pattern. Existing
literature in the field of KGQA [6] consists of different approaches specific to the
aforementioned distinction of question complexity. Thus, estimating the distri-
bution of simple and complex questions can guide the KGQA development.

To determine the complexity of a query, we examine its dependency parse
tree. First, we look for a candidate relation pair and then check whether
any of its child nodes (relation denoted by (token-head)->child) exhibit
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a clausal or nominal modifier. We then search for the following dependency
relations: (obl-verb)-> amod or nmod or nummod, (nsubj-verb)->acl and
(obj-verb)-> amod or mod or nummod to estimate the occurrence of complex
utterances.

Using this approach, we estimate that only 3.3% of utterances given to DBpe-
dia Chatbot were classified as complex questions, based on a sample set of 5,000
utterances.

Miscellaneous Analysis: Our goal through this analysis is to examine
whether the users conform to the limitations of a chatbot even after being
informed in advance. It is plausible that users perceive the capabilities of a
chatbot to be analogous to Google Assistant, Apple Siri or Amazon Alexa.

Despite the fact that the DBpedia Chatbot is a domain specific dialog system
that introduces its capabilities prior to the first user-utterance in every conver-
sation, just like the other task-oriented chatbots [2,14], we notice several banter
utterances from the user. To estimate the frequency of banter utterances, we
manually inspect 2000 utterances, randomly sampled from the dataset. Through
this, we find that about 12.6% are domain-agnostic, non-greeting utterances
which we label as banter such as “united states president”.

Moreover, an inspection of the language of utterances12 suggests that users
attempted to query the chatbot in their native languages; Russian, Arabic, Ger-
man, Korean, Portuguese - naming a few, notwithstanding the language limita-
tions of the chatbot.

5.2 Response Analysis

In the response analysis, we attempt to characterize common errors made by
the knowledge-driven chatbots by investigating the requests corresponding to
the responses that received negative feedback. We also attempt to discover the
reason behind the chatbot’s (in particular, the DBpedia Chatbot’s) inability to
answer those queries, using the following metrics:

Number of Failed Responses per Conversations: Approximately 6.9% of
the chatbot’s responses were marked as incorrect through the feedback form
(optionally presented along with every response from the chatbot), indicating
factual inaccuracy or general dissatisfaction for that response. Note that this
estimation is not representative of all the cases where users experienced dissat-
isfaction, since responding to the feedback is optional.

Sustaining Conversations After Negative Feedback: Here, we intend to
estimate the effect of erroneous response on the conversation by computing
the average number of messages exchanged after the first negative feedback.
In the case of the DBpedia Chatbot, we find that this number is approx. 7
(std. dev = 16.54). Together, these numbers, when compared with the average
conversation length across all conversations, which is approx. 10, suggests that

12 Using the python library langdetect https://pypi.org/project/langdetect/.

https://pypi.org/project/langdetect/
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Fig. 3. Entity type distribution from 1000 manually annotated failed utterances.

users still interact with, and derive merit from the chatbot despite an erroneous
response. This could be (partly) attributed to either the largely atomic nature
of conversations (held by the DBpedia Chatbot) or to its ability to recover from
failures using fallback mechanisms.

Entity Types in Utterances Prior to Negative Feedback: To gain an even
deeper understanding of failing conversations, we manually annotate a subset
of utterances with incorrect responses. We intend to characterize the utterances
that caused a failure, to build targeted mechanisms to address these pitfalls. The
distribution of manually annotated 1000 utterances has been reported in Fig. 3.
A majority of 30.4% utterances, which have been marked as Other, consisted of
entities like astronomical objects, movies, etc. (e.g. “Is pluto a planet?”).

We then compare the accuracy of DBpedia Spotlight [9] and pre-trained
spaCy NER in spotting the person and location mentions that were identified
above. The results of this experiment have been reported in Table 3. We find
that while DBpedia Spotlight performs better than spaCy NER in our context,
there is a need for using more robust entity detection and linking mechanism
on noisy data. In hindsight, we also need better dialogue modules for utterances
with no or uncommon entity types.

In general, the failure cases in other chat logs can also be examined by (i)
calculating the number of failed responses in every conversation, (ii) checking the
length of conversations after a negative feedback and (iii) inspecting the utter-
ances prior to the negative feedback for domain-specific vulnerabilities (entity-
types in our case).

Table 3. spaCy-NER and DBpedia Spotlight accuracy for detecting person and location
mentions.

System Person Location

spaCy-NER 41.3% 42.2%

DBpedia Spotlight [4] 69.2% 46.1%
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5.3 Conversation Analysis

Finally, we aim to uncover the common user topics that users ask a knowledge-
driven chatbot and the use of anaphora in their conversations. This is to under-
stand the potential improvements in the chatbot’s architecture and the NLP
tools used in the pipeline from the perspective of both knowledge-graph ques-
tion answering and human-computer interaction.

For extracting the topics, we use DBpedia Spotlight [9] which provides
us the underlying schema type for named entities. The schema-entity pair is
obtained for every user-request. This enables us to measure the commonly-asked
topics as indicated by the density of the schemas.

Fig. 4. Topics as identified by DBpedia Spotlight

Figure 4 suggests that a majority of user-queries were primarily concerned
with Person, Place and DBpedia (categorized under CreativeWork). Referring
to the same entity in a text is a commonly occurring linguistic phenomenon, typ-
ically referred to as anaphora. Detecting and resolving anaphora (or coreference
resolution) is a crucial part of conversational agents, which requires keeping track
of conversational context over time. We use the python library, NeuralCoref 13,
which implements the state-of-the-art coreference resolution approaches [7,8], to
estimate the frequency with which anaphora occurs in the data. We find that the
library detects only 45 such instances out of 9084 conversations. We attribute this
infrequent occurrence of the phenomenon to the nature of the DBpedia Chatbot

13 https://github.com/huggingface/neuralcoref.

https://github.com/huggingface/neuralcoref


30 R. Jalota et al.

- of answering factual questions, and DBpedia service inquiries etc., which do
not require multi-turn conversations. In contrast, a pizza delivery chatbot that
collects required information through multiple rounds of disquisition with the
user is more likely to see anaphora in user utterances more frequently.

In general, by fetching the schema to which an entity in utterance belongs,
one can identify the topic of the utterances, which can be further used to enhance
the backend engine of a chatbot. Additionally, to enhance the human-computer
interface of a chatbot, one can inspect the log files for coreferences in queries.

6 Discussion

Based on our ex-post-facto analysis approach, which we applied to the DBpedia
Chatbot, we summarize the key implications for future design of the DBpedia
Chatbot:

– Adding support for multilingualism: In our analysis, we found several
instances of user utterances in languages other than English, even though the
interface clearly states English as the medium of conversation.

– Smart Suggestions: Upon manual inspection of a user query subset, we
found several spelling errors, capitalization/casing errors, and other gram-
matical errors. To mitigate this, we suggest the use of auto-completion.

– Detecting implicit feedback and out-of-scope queries: As discussed in
Sect. 5, the user perception of the chatbot often leads to out-of-scope ques-
tions, and sometimes, implicit feedback provided not via the feedback button
but through utterances. It is imperative, thus, to be able to detect and sub-
sequently handle these utterances explicitly. One promising approach for this
is to utilize the automatic clustering discussed in Sect. 5.1.

– Knowledge-based QA: Most of the user utterances related to KGQA were
simple, i.e., questions that are answerable by a single triple. Even though
the underlying KGQA system reported very high performance in the simple
QA setting [11], we found that the system often failed. The low performance
suggests a need for a more robust question answering system. We also found
that users expect the KGQA system to act as a search engine and thus the
underlying question answering system also needs to support keyword queries.

Consequently, we can derive implications for general knowledge-driven con-
versational interfaces:

– Multilingual Support: (Knowledge-driven) chatbots must support multi-
ple languages from the start, which could be accomplished by either using
translation services or by using multilingual NLP tools in the pipeline.

– Guide User Input: Chatbots must account for imperfect user input by
directing the user towards typing grammatically correct queries using auto-
correcting, auto-completion or controlled natural language interfaces.

– Guiding User Expectations: Users can mistake simple conversational
interfaces or KGQA systems for powerful general AI systems and end up
in the uncanny valley. Thus, managing user expectations by detecting and
reacting to out-of-scope user intents must be at the core of a chatbot [24].
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– Adding explainability: Finally, we believe, extending the proposition of
Ashktorab et al. [3] of adding explainability as a repair strategy to mitigate
conversation breakdowns, will keep the users engaged and reduce the amount
of negative feedback resulting from the frustration of unsuccessful queries.

7 Conclusion

In this work, we propose a threefold approach to conduct an ex-post-facto anal-
ysis on the user interaction logs of knowledge-driven chatbots. This analysis
focuses on three broad perspectives, namely, (i) analysis of user-utterances, (ii)
analysis of user-requests that received negative feedback, and (iii) an overall
analysis of conversations. Our goal, through this work, is to identify the avenues
for potential improvement through a data-driven method.

We substantiate the value of the analysis with experiments over the log files
of the DBpedia Chatbot and report multiple findings, see Sect. 6. Broadly, we
conclude that in the case of relatively open-ended chatbots, unsupervised cluster-
ing through universal sentence embeddings can effectively cluster user-utterances
based on their semantic similarity, thereby signaling their intents. Through man-
ual analysis over a subset of the logs, we find that entity mentions cannot be
reliably detected through off-the-shelf solutions, and require the development
and application of robust entity detection and linking approaches.

In our opinion, our approach has merit outside the narrow domain of the
DBpedia Chatbot and can be generalized to other knowledge-driven chatbots.
The implications from our findings can be incorporated in future chatbots for
better user-experience. However, it is worth noting that, to extend these findings
and their implications, other query logs must be examined with the proposed
ex-post-facto approach.
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Abstract. Chatbots are increasingly used in a commercial context to make
product- or service-related recommendations. By doing so, they collect personal
information of the user, similar to other online services. While privacy concerns
in an online (website-) context are widely studied, research in the context of
chatbot-interaction is lacking. This study investigates the extent to which
chatbots with human-like cues influence perceptions of anthropomorphism (i.e.,
attribution of human-like characteristics), privacy concerns, and consequently,
information disclosure, attitudes and recommendation adherence. Findings show
that a human-like chatbot leads to more information disclosure, and recom-
mendation adherence mediated by higher perceived anthropomorphism and
subsequently, lower privacy concerns in comparison to a machine-like chatbot.
This result does not hold in comparison to a website; human-like chatbot and
website were perceived as equally high in anthropomorphism. The results show
the importance of both mediating concepts in regards to attitudinal and
behavioral outcomes when interacting with chatbots.

Keywords: Chatbots � Anthropomorphism � Privacy concerns

1 Introduction

Through advances in artificial intelligence and machine learning, conversational agents
in the form of text-based chatbots become more and more important for companies and
brands to make product-, or service-related recommendations [18]. Chatbots interact
with their users through natural language, and can provide guidance in a conversational
manner [21, 42]. The conversational interaction in combination with human-like cues
are crucial characteristics of such chatbots. Because of these characteristics, users might
be more likely to attribute human-like characteristics to them (i.e., perceive them as
anthropomorphic) [17, 27]. While this might lead users to appreciate the dialog and
enjoy the interaction [10, 26], they also need to share personal information with the
chatbot to receive a valuable recommendation. By doing so, the company that hosts the
chatbot collects data of their users, who are possibly not aware of this data collection.
In this regard, chatbots might also enhance privacy concerns users might have when
interacting with digital technologies [15]. While we know from previous research that
users are concerned about their online privacy when using websites [e.g., 8], also
having downstream effects on e.g. self-disclosure [9], users’ privacy concerns might
differ for chatbots, especially when conveying a human-like appeal.
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Therefore, this study investigates to what extent privacy concerns in chatbot
interactions are related to users’ attitudes and recommendation adherence, and fur-
thermore, to what extent users feel comfortable sharing personal information with a
human-like chatbot in comparison with a machine-like chatbot, or a website. The
research question guiding this research is: To what extent do human-like characteristics
of a chatbot influence perceived anthropomorphism, privacy concerns, and conse-
quently, information disclosure, attitudes, and recommendation adherence?

Hereby, building on social response theory and previous research on informational
privacy, this study aims to examine anthropomorphism and privacy concerns as
sequential underlying mechanisms possibly explaining these outcomes. This study
contributes to our understanding of chatbots in a digital communication environment in
exploring how human-like attributes influence users’ perceptions of the communication
entity (chatbot and website) and their behavior when interacting with them. In exam-
ining the concept of privacy concerns, this study not only extends research in the field
of human-machine-communication, but has societal implications. While the protection
of online privacy is widely discussed, the acceptance of chatbots and related impli-
cations for privacy still need to be studied. It plays an increasingly important role to
uncover whether and, if so, how human-like cues influence privacy concerns, and how
aware users are that their data is being used. This specific context has to be addressed
by companies using this technology as well as by policy makers to protect users’
privacy.

2 Theoretical Background

2.1 Perceived Anthropomorphism

Anthropomorphism is the attribution of human-like characteristics to non-human
entities [17]. This can be mindful, i.e. the conscious evaluation of humanness, as well
as mindless, i.e. attributing human-like characteristics without realizing, such as being
friendly or sociable [27]. Go and Sundar [20] differentiate three types of cues that can
suggest humanness among chatbots (mindful as well as mindless). These are visual
cues, such as the use of human-like figures; identity cues, such as human-associated
names; and conversational cues, such as the mimicking of human language, i.e.
acknowledging responses. The authors find effects of conversational cues on attitudes
and behavioral intentions, and further, interaction effects for the three types of cues.
A combination of the anthropomorphic cues as used in a human-like chatbot is
expected to have the ability to influence mindless evaluations of humanness in par-
ticular, both in comparison to a machine-like chatbot without these anthropomorphic
cues, and in comparison to a more traditional form of digital medium like an interactive
website [2]. We do not expect differences between a machine-like chatbot and an
interactive website. This is because both, website and machine-like chatbot include
interactive elements (e.g., people have to disclose some personal information by
answering questions) that might create a similar perception of anthropomorphism [26].

Subsequently, we examine three different outcomes. Firstly, level of comfort with
information disclosure will be studied. Information disclosure in this context is the
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amount of true information customers reveal about themselves for a purchase decision
online, e.g. providing personal details [9]. Level of comfort with information disclosure
refers to user perceptions, i.e., to what extent they feel like having disclosed private or
intimate information about themselves. Secondly, we will study attitudes towards the
entity giving the recommendation, in this case the chatbot/website. The third outcome
variable is recommendation adherence, i.e., the willingness to purchase the recom-
mended product. We expect perceived anthropomorphism to positively influence all
three outcome variables. In accordance with social response theory, stating that humans
respond similarly to technology imbued with human-like characteristics as they
respond to humans [30, 33], Go and Sundar [20] showed that attitudes and behavioral
intentions can be influenced by the social connectedness induced by anthropomor-
phism. Secondly, based on brand relationship theory, users and brands can engage in
relationships similar to interpersonal relationships, leading to positive brand responses
[19, 31]. Similarly, interacting with a human-like chatbot created by a company can
mimic interpersonal communication, positively influencing information disclosure,
attitudes and recommendation adherence. Therefore, we propose the following
hypothesis (H1):

Receiving a product recommendation from a human-like chatbot leads to more (a) information
disclosure, (b) positive attitudes towards the medium, and (c) recommendation adherence
mediated by higher perceived anthropomorphism than receiving a product recommendation
from a machine-like chatbot or an interactive website.

2.2 Privacy Concerns

Privacy concerns in a marketing context can be defined as “the degree to which a
consumer is worried about the potential invasion of the right to prevent the disclosure
of personal information to others” [3, 37]. To make recommendations, online services
collect personal information. Personal information can amongst others be collected by
direct requests to disclose this information. These direct requests might induce privacy
concerns [39]. Previous research by Følstad et al. [18] showed that customers have a
concern for privacy and security when it comes to interactions with chatbots, i.e. they
have a need to be provided with a secure online service. As the conversation with a
chatbot is a rather new phenomenon, users might be more aware of these direct
requests, inducing more privacy concerns.

We expect privacy concerns to negatively influence information disclosure. While,
as stated in the “privacy paradox”, perceived privacy risks do not automatically
translate into not disclosing information online [4, 14], several scholars found privacy
concerns and information disclosure to be related [5]. For example, Dinev and Hart
[15] found a negative relationship between privacy concerns and the willingness to
provide personal information for internet-based transactions. Furthermore, privacy
concerns are an important antecedent for the acceptance of mobile chatbots [16], and
might thus be related to users’ attitudes. Thirdly, users see privacy concerns as a reason
to not shop online [23]. Hence, we expect privacy concerns to also negatively influence
recommendation adherence. However, since we cannot formulate a direction of how
human-like cues influence privacy concerns, we propose the following research
question (RQ1):
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Does receiving a product recommendation from a human-like chatbot lead to more, or less
(a) information disclosure, (b) positive attitudes towards the medium, and (c) recommendation
adherence mediated by higher privacy concerns than receiving a product recommendation
from a machine-like chatbot or an interactive website?

2.3 Sequential Mediation of Perceived Anthropomorphism and Privacy
Concerns

Lastly, we are interested in the relationship between perceived anthropomorphism and
privacy concerns in a chatbot context. On the one hand, we argue that a chatbot that is
perceived as highly anthropomorphic can enhance privacy concerns, when asking to
disclose personal information. A human-like chatbot as a communication entity might
be perceived as more personal and less anonymous, inducing more privacy concerns
than a machine-like chatbot or a website [22, 35]. On the other hand, this feeling of
communicating with an actual communication partner might also lead to less privacy
concerns, because users might experience a closer connection to the human-like
chatbot, increasing the willingness to use it as a companion [7]. Research in the health
context showed that a chatbot was evaluated positively in comparison to e.g. search
engines by adolescents, especially in regards to more sensitive questions [12]. Due to
these contradictory findings, we propose a research question about the sequential
mediating effects of perceived anthropomorphism and privacy concerns (RQ2):

Does receiving a product recommendation from a human-like chatbot lead to more, or less
(a) information disclosure, (b) positive attitudes towards the medium, and (c) recommendation
adherence sequentially mediated by perceived anthropomorphism and privacy concerns than
receiving a product recommendation from a machine-like chatbot or an interactive website?

3 Method

3.1 Design and Sample

An experimental between-subjects design with three conditions (type of entity: human-
like chatbot vs. machine-like chatbot vs. website) was implemented. Recruited through
the Dutch online panel PanelClix, 231 participants took part in the study. Participants’
age ranged from 18 to 73 (M = 41.83, SD = 14.01), 48.5% were female (51.5% male);
51.6% indicated to have a high educational level (38.9% middle, 9.5% low).

3.2 Procedure

Randomly assigned to the groups, participants interacted with either the website
(nwebsite = 73), the machine-like (nmachine-like = 85), or the human-like (nhuman-

like = 73) chatbot to obtain a recommendation for the (fictitious) health insurance
company “ZorgPlus” (engl. “CarePlus”). Several questions about demographics (i.e.,
age, gender, place of residence), preferences (i.e., current health insurance company,
importance of customer service and travel behavior, budget), and two intrusive ques-
tions (i.e., legal residence in the Netherlands and number of sexual partners in the
previous six-month) were asked, that participants could answer as they wish.
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Afterwards, participants filled in a questionnaire measuring the dependent variables,
mediators and control variables.

3.3 Stimuli

An interactive website was developed that gave a recommendation for a health
insurance after participants filled in personal information.1 Furthermore, two chatbots
were created for this study using a conversational agent research toolkit for experi-
mental research developed by Araujo [1]. The human-like version of the chatbot
introduced itself with a name (“Sam”); displayed a visual of a cartoon-like customer
service agent, similar to Verhagen et al. [36]; and used human conversational cues, i.e.
acknowledged the responses of the participants (e.g. “gotcha”, “I noted down your
gender”). In the machine-like version, the chatbot did not carry a human-like name (it
was called ChatbotX), similar to Araujo [2]; displayed a neutral visual of a dialog
bubble, similar to Go and Sundar [20]; and only asked questions without acknowl-
edging previous answers. An example of the human-like chatbot is given in Fig. 1.

Fig. 1. Stimulus material human-like chatbot

1 Similar to [26], conference presentation is available upon request to the first author.
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3.4 Measurements

Mediators. We measured mindless anthropomorphism with four items on a 7-point-
Likert-scale adapted from Kim and Sundar [27], e.g., “I perceived the chatbot/website
as sociable” (1 = strongly disagree, 7 = strongly agree).2 Privacy concerns were
measured with four items on a 7-point-Likert-scale including “It bothers me that this
chatbot asks me for this much personal information” (1 = strongly disagree,
7 = strongly agree) adapted from Xu et al. [40]. While the original scale was developed
to measure privacy concerns as a trait, we adapted the measurement to assess privacy
concerns in regards to the specific interaction participants engaged in.

Outcome Variables. Level of comfort with information disclosure was measured with
four items adapted from Croes and Antheunis [11, 28], e.g. “I felt comfortable dis-
closing personal information during the interaction” (1 = strongly disagree,
7 = strongly agree). Attitude towards the chatbot/website was measured with items
adapted from Becker-Olsen [6]. Five semantic differential scale items were used e.g “I
think the chatbot/website is good/bad”. To measure recommendation adherence, we
used four items on a 7-point-Likert-scale adapted from Dabholkar and Sheng [13]
including “Imagine you are considering a new health insurance: It is very likely that I
would buy the recommended insurance” (1 = strongly disagree, 7 = strongly agree).

Control Variables. Besides age, gender, and education, we measured familiarity (with
the chatbot/website, and with health insurances) with two items on a 7-point-Likert-
scale adapted from Zhou, Yang and Hui [43]. Furthermore, we measured power usage
[29], belief in machine heuristic [34], and enjoyment [23] as control variables. Scale
reliabilities and mean values of the relevant scales are displayed in Table 1.

3.5 Randomization Check

A randomization check showed that participants did not differ across groups in terms of
age, gender, education, power usage, enjoyment, belief in machine heuristic, and

Table 1. Scale reliability

Scale Cr. Alpha M SD

Mindless anthropomorphism .91 4.55 1.21
Privacy concerns .91 4.20 1.28
Information disclosure .89 4.24 1.15
Attitudes .92 4.45 1.20
Recommendation adherence .83 3.56 1.01
Familiarity medium .83 4.76 1.39

2 Furthermore, we measured mindful anthropomorphism with three items on 7-point semantic
differential scales [32]. A univariate analysis of variance showed no significant main effect of type of
entity on mindful anthropomorphism (F(2, 227) = 1.16, p = .314).
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familiarity with health insurances. Significant differences were found for familiarity
with the medium (F(2, 228) = 15.79, p < .001). Participants were significantly less
familiar with chatbots (Mmachine-like = 4.49, SD = 1.37, Mhuman-like = 4.36, SD = 1.40)
than with websites (Mwebsites = 5.47, SD = 1.12). Familiarity with the medium was
included as a co-variate in the subsequent analyses.

4 Results

We performed serial multiple mediation analyses (model 6), using the PROCESS
macro for IBM SPSS version 25 [24]. We used bootstrapping (5,000 bootstrap sam-
ples) to obtain bias-corrected 95% confidence intervals for the indirect effects of the
independent variable type of entity on information disclosure, attitudes, and recom-
mendation adherence through the mediators mindless anthropomorphism and privacy
concerns. All paths for the full model are shown in Fig. 2 and the corresponding
coefficients are displayed in Tables 2, 3 and 4. Separate path analyses were performed
for the three dependent variables. The independent variable type of entity is multicat-
egorical. We use the category human-like chatbot as the reference category, since we
are primarily interested in the comparison human-like chatbot vs. machine-like chatbot,
and human-like chatbot vs. website [25]. Additionally, we also compared machine-like
chatbot and website using the category machine-like chatbot as the reference category.

4.1 Information Disclosure

Perceived Anthropomorphism and Information Disclosure. Firstly, we compared
human-like chatbot to machine-like chatbot. As shown in Table 2, there is a significant
direct effect of type of entity on mindless anthropomorphism (path a1). The human-like
chatbot is perceived as higher in anthropomorphism than the machine-like chatbot. The
specific indirect effect of type of entity on information disclosure through mindless
anthropomorphism is significant (effect = −.20, SE = .08, CI = −.37, −.06), indicating
that the human-like chatbot is perceived as higher in anthropomorphism than the
machine-like chatbot, leading to more information disclosure. Secondly, comparing the
human-like chatbot and the website, no significant effect on perceived anthropomor-
phism (path a1) is found, both are equally high in anthropomorphism. The specific
indirect effect of type of entity on information disclosure through mindless

Human-like Chatbot
(vs. Machine-like Chatbot

vs. Website)

Privacy ConcernsPerceived 
Anthropomorphism

a1

a3

Information Disclosure
Attitudes

Recommendation Adherence

b2

c1’

a2 b1

Fig. 2. Serial mediation model
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anthropomorphism is not significant (effect = −.12, SE = .07, CI = −.28, .01), indi-
cating no mediating effect of anthropomorphism. Additionally, we also compared
machine-like chatbot and website, showing no significant effect on perceived anthro-
pomorphism. The specific indirect effect of type of entity on information disclosure
through mindless anthropomorphism is not significant (effect = .08, SE = .07, CI =
−.06, .22).

Privacy Concerns and Information Disclosure. Firstly, we compared human-like
chatbot to machine-like chatbot. There is no significant direct effect of type of entity on
privacy concerns (path a2). The specific indirect effect on information disclosure
through privacy concerns is not significant (effect = .07, SE = .07, CI = −.06, .21).
Secondly, comparing the human-like chatbot and the website, no significant effect on
privacy concerns (path a2) is found. The specific indirect effect on information dis-
closure through privacy concerns is also not significant (effect = .08, SE = .29, CI =
−.29, .02). Thirdly, comparing machine-like chatbot and website, there is a significant
direct effect on privacy concerns. Furthermore, the specific indirect effect of type of
entity through privacy concerns is significant (effect = −.20, SE = .08, CI = −.36,
−.06), indicating a mediating effect. The website induced higher privacy concerns than
the machine-like chatbot, leading to less information disclosure.

Perceived Anthropomorphism, Privacy Concerns and Information Disclosure.
Firstly, we tested a serial multiple mediation (including perceived anthropomorphism,
and privacy concerns) comparing human-like chatbot and machine-like chatbot. The
specific indirect effect of type of entity on information disclosure through both,
mindless anthropomorphism and privacy concerns is significant (effect = −.04, SE =
.02, CI = −.09, −.01). The human-like chatbot is perceived as higher in mindless
anthropomorphism than the machine-like chatbot, leading to less privacy concerns, and
consequently more information disclosure. Secondly, testing a serial multiple media-
tion comparing human-like chatbot and website, the specific indirect effect of type of
entity on information disclosure through both, mindless anthropomorphism and privacy
concerns is not significant (effect = −.03, SE = .02, CI = −.07, .001). Thirdly, testing a
serial multiple mediation comparing machine-like chatbot and website, the specific
indirect effect of type of entity on information disclosure through both, mindless
anthropomorphism and privacy concerns is not significant (effect = .02, SE = .02,
CI = −.01, .05).

Table 2. Path coefficients sequential mediation explaining information disclosure

Human-like chatbot vs.
machine-like chatbot

Human-like chatbot
vs. website

Machine-like chatbot
vs. website

a1 −.51** (.18) −.32 (.19) .20 (.18)
a2 −.20 (.20) .37 (.21) .56* (.20)
a3 −.24** (.07) −.24** (.07) −.24** (.07)
b1 .39*** (.05) .39*** (.05) .39*** (.05)
b2 −.35*** (.05) −.35*** (.05) −.35*** (.05)
c1’ −.10 (.13) −.02 (.14) .08 (.14)

*p = .05. **p < .005. ***p < .001; controlled for familiarity with medium
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4.2 Attitudes

Perceived Anthropomorphism and Attitudes. The same type of analysis was con-
ducted for attitudes as the outcome variable, as shown in Table 3. Firstly, we compared
human-like chatbot and machine-like chatbot. The specific indirect effect through
mindless anthropomorphism is significant (effect = −.33, SE = .11, CI = −.56, −.11),
indicating that the human-like chatbot is perceived as higher in anthropomorphism than
themachine-like chatbot, leading tomore positive attitudes.When comparing the human-
like chatbot and the website, the specific indirect effect through mindless anthropomor-
phism is not significant (effect = −.20, SE = .11, CI = −.43, .01). Lastly, comparing
machine-like chatbot and website, the specific indirect effect through mindless anthro-
pomorphism is also not significant (effect = .13, SE = .12, CI = −.10, .36).

Privacy Concerns and Attitudes. When comparing human-like chatbot and machine-
like chatbot, the specific indirect effect through privacy concerns is not significant
(effect = .01, SE = .02, CI = −.01, .06). The same holds for the comparison human-
like chatbot and website (effect = −.02, SE = .03, CI = −.09, .02); and machine-like
chatbot and website (effect = −.04, SE = .03, CI = −.11, .02).

Perceived Anthropomorphism, Privacy Concerns, and Attitudes. When testing a
serial multiple mediation comparing human-like chatbot and machine-like chatbot, the
specific indirect effect of type of entity on attitudes through both, mindless anthropo-
morphism and privacy concerns is not significant (effect = −.01, SE = .01, CI = −.03,
.004). The same holds for the serial multiple mediation models comparing human-like
chatbot and website (effect = −.01, SE = .01, CI = −.02, .003); and machine-like
chatbot and website (effect = .003, SE = .004, CI = −.004, .03).

4.3 Recommendation Adherence

Perceived Anthropomorphism and Recommendation Adherence. We tested the
models for recommendation adherence as the outcome variable, as shown in Table 4.
Firstly, we compared human-like chatbot to machine-like chatbot. The specific indirect
effect through mindless anthropomorphism is significant (effect = −.16, SE = .06,

Table 3. Path coefficients sequential mediation explaining attitudes

Human-like vs. machine-like Human-like vs. website Machine-like vs. website

a1 −.51** (.18) −.32 (.19) .20 (.18)
a2 −.20 (.20) .37 (.21) .56* (.20)
a3 −.24** (.07) −.24** (.07) −.24** (.07)
b1 .64*** (.05) .64*** (.05) .64*** (.05)
b2 −.07 (.05) −.07 (.05) −.07 (.05)
c1’ .15 (.14) .10 (.15) −.05 (.15)

*p = .05. **p < .005. ***p < .001; controlled for familiarity with medium
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CI = −.29, −.05), indicating that the human-like chatbot is perceived as higher in
anthropomorphism than the machine-like chatbot, leading to more recommendation
adherence. When comparing the human-like chatbot and the website, the specific
indirect effect through mindless anthropomorphism is not significant (effect = −.10,
SE = .06, CI = −.22, .01). Lastly, comparing machine-like chatbot and website, the
specific indirect effect through mindless anthropomorphism is not significant (ef-
fect = .06, SE = .06, CI = −.05, .19).

Privacy Concerns and Recommendation Adherence. When comparing human-like
chatbot and machine-like chatbot, the specific indirect effect through privacy concerns
is not significant (effect = .03, SE = .03, CI = −.02, .09). When comparing the human-
like chatbot and the website, the specific indirect effect through privacy concerns is not
significant (effect = −.05, SE = .04, CI = −.13, .01). Comparing the machine-like
chatbot and the website, the specific indirect effect through privacy concerns is sig-
nificant (effect = −.07, SE = .04, CI = −.17, −.004). The website induces higher pri-
vacy concerns than the machine-like chatbot, leading to less recommendation
adherence.

Perceived Anthropomorphism, Privacy Concerns, and Recommendation Adher-
ence. When testing a serial multiple mediation comparing human-like chatbot and
machine-like chatbot, the specific indirect effect of type of entity on information dis-
closure through both, mindless anthropomorphism and privacy concerns is significant
(effect = −.02, SE = .01, CI = −.04, −.002). The human-like chatbot is perceived as
higher in anthropomorphism than the machine-like chatbot, leading to less privacy
concerns, and consequently more recommendation adherence. When testing the serial
multiple mediation comparing the human-like chatbot and the website, the specific
indirect effect of type of entity on information disclosure through both, mindless
anthropomorphism and privacy concerns is not significant (effect = −.01, SE = .01,
CI = −.03, .0008). The same holds for the comparison machine-like chatbot and
website (effect = .01, SE = .01, CI = −.01, .02). A summary of the results is given in
Table 5.

Table 4. Path coefficients sequential mediation explaining recommendation adherence

Human-like vs. machine-like Human-like vs. website Machine-like vs. website

a1 −.51** (.18) −.32 (.19) .20 (.18)
a2 −.20 (.20) .37 (.21) .56* (.20)
a3 −.24** (.07) −.24** (.07) −.24** (.07)
b1 .32*** (.06) .32*** (.06) .32*** (.06)
b2 −.13** (.05) −.13** (.05) −.13** (.05)
c1’ .25 (.14) .30 (.16) .05 (.15)

*p = .05. **p < .005. ***p < .001; controlled for familiarity with medium
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5 Discussion and Conclusion

This study investigated the extent to which chatbots’ human-like characteristics
influence perceived anthropomorphism, users’ privacy concerns, and consequently,
information disclosure, attitudes, and recommendation adherence. Firstly, we showed
that a chatbot using human-like cues leads to higher mindless anthropomorphism than a
chatbot not using these cues. Thus, people indeed attribute human-like characteristics
such as friendliness or socialness to a chatbot.

Table 5. Summary of results

Hypothesis/RQ Human-like vs.
machine like chatbot

Human-like chatbot
vs. website

Machine-like
chatbot vs. website

H1: Human-like
chatbot ! perceived
anthropomorphism ! information
disclosure/attitudes/recommendation
adherence

Supported. Human-
like chatbot leads to
more information
disclosure, positive
attitudes and
recommendation
adherence mediated
by higher perceived
anthropomorphism
in comparison to
machine-like chatbot

Not supported.
Differences in
anthropomorphism
between human-like
chatbot and website
not significant

Differences in
anthropomorphism
between machine-
like chatbot and
website not
significant

RQ1: Human-like
chatbot ! privacy
concerns ! information
disclosure/attitudes/recommendation
adherence

Not supported.
Differences in
privacy concerns
between human-like
chatbot and
machine-like chatbot
not significant

Not supported.
Differences in
privacy concerns
between human-like
chatbot and website
not significant

Website induced
higher privacy
concerns than
machine-like
chatbot, leading to
less information
disclosure, and less
recommendation
adherence. No
mediating effect on
attitudes

RQ2: Human-like
chatbot ! perceived
anthropomorphism ! privacy
concern ! information
disclosure/attitudes/recommendation
adherence

Partially supported.
Human-like chatbot
leads to higher
information
disclosure, and
recommendation
adherence mediated
by higher
anthropomorphism
and lower privacy
concerns than
machine-like
chatbot. No
mediating effect on
attitudes

Not supported, no
sequential mediation

No sequential
mediation
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Interestingly, mindless anthropomorphism was at the same level for the human-like
chatbot and for the website. This result is puzzling, because it shows that interactive
websites are (equally) able to convey a human-like appeal. This is in line with previous
research showing no differences in, or even higher perceptions of anthropomorphism
for websites than for chatbots [26, 38]. One possible explanation could be the source
orientation. In the website condition, participants might have responded towards a
source behind the website (company, programmer etc.), thus did not see the chatbot as
an entity, but saw the “human behind”, leading to higher perceived anthropomorphism.
Another possible explanation is that users might change their “reference category”
when interacting with a chatbot. While evaluating technology when comparing web-
sites to one another, users might compare a chatbot with a human communication
partner (including how a human would act), thus changing their expectations towards
the chatbot. One important aspect might also be the familiarity with the medium. Users
are more familiar with websites than with chatbots, which might have given them a
sense of comfort already [41]. In this study, we found a significant difference in
mindless anthropomorphism between the machine-like chatbot and the website when
not controlling for familiarity. Participants might have given lower scores for friend-
liness or socialness for the machine-like chatbot because they were less familiar with
the medium.

Furthermore, this research shows that the outcomes information disclosure, and
recommendation adherence are indeed influenced by privacy concerns, supporting
previous findings [16, 23]. The sequential mediation analysis including perceived
anthropomorphism and privacy concerns shows that a human-like chatbot in this study
is higher in perceived anthropomorphism, leading to less privacy concerns and sub-
sequently, more comfort with disclosure, and more recommendation adherence. Users
might experience a closer bond with a human-like agent than with a machine-like agent
[7]. This might be because a human-like chatbot acknowledges users’ answers, e.g. the
chatbot in this study indicated that it “noted the answer down”. This might have been
perceived as less invading then just submitting it “somewhere” without knowing where
the information ends up. No mediation was found for the comparison of human-like
chatbot and website. These findings complement and extend a recent study [34]
showing that users were more likely to reveal information to a machine-like interface
than to a sales associate. Based on a machine-heuristic, users perceive a machine-like
source as less biased. While these findings are based on source characteristics, our
study focuses on message characteristics. Future research should look into the interplay
of these two elements.

Additional analyses with a comparison of machine-like chatbot and website showed
no influence of perceived anthropomorphism, but a direct effect on privacy concerns
(while this direct effect is not significant for the other comparisons). This shows that a
website is significantly higher in privacy concerns than a machine-like chatbot and that
privacy concerns directly mediate information disclosure, attitudes and recommenda-
tion adherence. Further research should thus look into different underlying mechanisms
apart from anthropomorphism.

Concluding, this study enriches our understanding of privacy concerns in a chatbot
context in showing the sequential influence of perceived anthropomorphism and pri-
vacy concerns on users’ behavioral intentions.
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Abstract. Currently, conversations with chatbots are perceived as unnatural
and impersonal. One way to enhance the feeling of humanlike responses is by
implementing an engaging communication style (i.e., Conversational Human
Voice (CHV); Kelleher 2009) which positively affects people’s perceptions of
the organization. This communication style contributes to the effectiveness of
online communication between organizations and customers (i.e., webcare), and
is of high relevance to chatbot design and development. This project aimed to
investigate how insights on the use of CHV in organizations’ messages and the
perceptions of CHV can be implemented in customer service automation.
A corpus study was conducted to investigate which linguistic elements are used
in organizations’ messages. Subsequently, an experiment was conducted to
assess to what extent linguistic elements contribute to the perception of CHV.
Based on these two studies, we investigated whether the amount of CHV can be
identified automatically. These findings could be used to design humanlike
chatbots that use a natural and personal communication style like their human
conversation partner.

Keywords: Conversational Human Voice � Linguistic elements � Tool
development � Chatbots

1 Introduction

Customer service plays an important role in organizations’ ability to generate revenue.
In recent years customer service has transformed from mediated communication (e.g.,
contact by phone) to computer-mediated communication (e.g., contact via social media
channels; i.e. ‘webcare’; Van Noort and Willemsen 2012) to human-AI interaction
(e.g., contact using of chatbots). This transformation also occurs in the Netherlands: in
2016 4.7% of the organizations used chatbots to supplement their customer services.
This number has tripled in the last two years (Van Os et al. 2016; 2018), because
chatbots provide 24/7 customer service and save time and money by reducing the
number of service employees (Gnewuch et al. 2017).
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However, chatbot technology does not live up to its full potential yet. Much effort is
put on the accuracy and performance of conversational AI, such as language recog-
nition (Coniam 2008; Shawar and Atwell 2005), recall of previously mentioned topics
(Jain et al. 2018), and the introduction of new topics or follow-up questions (Schuetzler
et al. 2018; Silvervarg and Jönsson 2013), but currently, people perceive their con-
versations with chatbots as unnatural and impersonal (Drift, SurveyMonkey Audience,
Salesforce, Myclever 2018).

One way to enhance the feeling of natural and personal chatbot responses, is by
implementing a Conversational Human Voice (CHV, Kelleher 2009; Kelleher and
Miller 2006). This communication style reflects human communication attributes, such
as personally addressing the stakeholder, using informal speech, and being open to
dialogue. Webcare research shows that CHV in organizational messages positively
affects people’s perceptions of the organization (e.g., Kerkhof et al. 2011; Park and Lee
2013). However, we have insufficient knowledge regarding the adoption of CHV in
chatbots.

In a project funded by a NWO KIEM grant for creative industries we investigated
how insights on the use of CHV in webcare messages and the perceptions of CHV can
be implemented in customer service automation. We developed an online monitoring
tool that enables webcare employees to respond with an appropriate communication
style to customers’ messages. This monitoring system may be useful as a basis for
developing humanlike chatbots.

2 Theoretical Background

2.1 Chatbots as Social Actors

According to the Computers Are Social Actors (CASA) paradigm people tend to
respond socially to computers, similarly to other humans, even when aware they are
interacting with a computer (Nass et al. 1994). This implies that people automatically
apply social rules, expectations, and scripts known from interpersonal communication
in their interaction with computers (Nass and Moon 2000; Reeves and Nass 1996).
These social reactions to computers in general (Nass and Moon 2000) and to chatbots
in particular (von der Pütten et al. 2010) increase when more social cues are provided,
such as communication style (Verhagen et al. 2014). For example, a customer service
chatbot using informal speech increased the perception of the chatbot as being
humanlike (Araujo 2018). A communication style that could be applied to chatbots is
the Conversational Human Voice (Kelleher 2009; Kelleher and Miller 2006).

2.2 Operationalization of Conversational Human Voice

In order to enable chatbot designers to develop conversational agents that adopt CHV,
it is important to understand which linguistic elements contribute to this communica-
tion style. Van Noort et al. (2014) distinguished three strategies to create CHV in
messages, that were operationalized into several conversational linguistic elements by
van Hooijdonk and Liebrecht (2018). The first strategy is Message Personalization: the
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degree to which a specific individual (organization and stakeholder) can be addressed
in a message (cf. Walther 2011), such as greeting the stakeholder (Hi Peter!) and using
personal pronouns (you, your) (van Hooijdonk and Liebrecht 2018). The second
strategy is Informal Speech: casual, everyday language that differs from formal, cor-
porate language (cf. Kelleher and Miller 2006), such as the adoption of non-verbal cues
(veeeery, :-)) and interjections (haha) (van Hooijdonk and Liebrecht 2018). The third
strategy is Invitational Rhetoric: to what extent the organization’s communication style
stimulates stakeholders to engage in conversations and creates mutual understanding
between the parties (cf. Foss and Griffin 1995), such as acknowledging (thanks for the
message) and showing sympathy/empathy (I can imagine this is disappointing) (van
Hooijdonk and Liebrecht 2018).

It has been shown that the adoption of CHV by chatbots is beneficial for organi-
zations. Liebrecht and van der Weegen (to appear) found that customer service chatbots
using multiple conversational linguistic elements from all three strategies enhanced
brand attitude and perceived warmth of the chatbot. These relations were mediated by
the perceived social presence: people’s perceptions of actually communicating with
another human being (Short et al. 1976). Thus, the adoption of CHV in chatbots can
diminish customers’ feelings of unnatural and impersonal service contact.

2.3 Aim of This Paper

To facilitate the development of humanlike chatbots, several design issues should be
addressed. In this paper, we focus on two aspects from webcare research that could
inform the development of conversational agents that adopt a humanlike conversation
style. First, following the principles of Communication Accommodation Theory (CAT;
Giles et al. 1991), a chatbot’s communication style should match the communication
style of the customer (Jakic et al. 2017). This requires that the chatbot can automati-
cally identify conversational linguistic elements in the customer’s messages. In order to
train a conversational agent to recognize these elements, we first needed to establish
whether human coders can identify them reliably. Furthermore, the identification also
results in a list of conversational linguistic elements that can be used to train the
conversational agent on the recognition of CHV. We therefore conducted a corpus
analysis to investigate which conversational linguistic elements webcare employees of
the Netherlands Red Cross use in their messages to various stakeholders (e.g., bene-
factors, collectors, emergency workers, etc.) on public and private social media
channels (i.e., Study 1). This study is a replication of van Hooijdonk and Liebrecht’s
(2018) study, who conducted a corpus analysis on conversational linguistic elements in
webcare messages of Dutch municipalities on Twitter.

Second, the contribution of specific conversational linguistic elements to the per-
ception of CHV also needs to be investigated. Although the presence of conversational
linguistic elements seems to contribute to perceived CHV (van Noort et al. 2014), the
weighted contribution of each linguistic element is unknown. Several experimental
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studies investigated the relation between linguistic elements in webcare messages and
perceived CHV (e.g., Park and Lee 2013; Barcelos et al. 2018), but there are con-
siderable differences in the type and number of linguistic elements used. For example,
Park and Lee (2013) found that the perceived CHV increased by only one personal-
ization element (i.e., signature, such as ^CL), whereas Barcelos et al. (2018) concluded
that a combination of personalization elements and informal speech increased the
perceived CHV. These results are also relevant for the design of chatbots’ communi-
cation style. Liebrecht and van der Weegen (to appear) included multiple conversa-
tional linguistic elements from all three strategies, but it is unclear which elements
contribute to what extent to the perception of CHV, and consequently to people’s
perceptions of the chatbot and the organization. To examine how conversational lin-
guistic elements are related to the perceived CHV, an experiment was conducted in
which webcare employees evaluated the perceived CHV of messages (i.e., Study 2).
Finally, the findings of both Study 1 and Study 2 were used to investigate whether the
amount of CHV in messages can be identified automatically (i.e., Study 3).

3 Study 1: Identification of Conversational Linguistic
Elements

3.1 Method

The OBI4wan monitoring tool1 was used to collect a random sample of webcare
dialogues from March 2017 until October 2017 between the Netherlands Red Cross
and their stakeholders. The sample included both public as well as private channels.
The public conversations were collected from Instagram (35), Facebook (75), and
Twitter (81). The private conversations were collected from WhatsApp (80), Facebook
Messenger (72), and Twitter DM (80). The total corpus contained 423 dialogues (895
stakeholders’ messages and 689 webcare messages).

We only collected Dutch webcare conversations and anonymized them by deleting
names, addresses, and phone numbers. Thereafter, the linguistic elements were man-
ually coded by five coders and (partly) double coded by one of the authors of this
paper. We used a slightly adjusted version of the identification instrument of van
Hooijdonk and Liebrecht (2018): Informal Speech categories Shortenings and
Abbreviations were merged and one Message Personalization category (i.e.,
Addressing the webcare employee) and one Invitational Rhetoric category (i.e., Well-
wishing) were added.

1 The OBI4wan monitoring tool enables organizations to monitor and manage stakeholders’ messages
on multiple public and social media channels (e.g., Twitter, Instagram, Facebook, Facebook
Messenger, and WhatsApp).
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3.2 Results

Table 1 shows the identification instrument and the intercoder reliability scores per
subcategory. In accordance with Van Hooijdonk and Liebrecht’s (2018) findings, the
identification instrument turned out to be reliable. The codings of all Message Per-
sonalization subcategories resulted in perfect reliability scores. Regarding Informal
Speech, the intercoder reliability of interjections was perfect. The reliability of non-
verbal cues, and shortenings and abbreviations was substantial. The intercoder relia-
bility scores of the Invitational Rhetoric subcategories varied from perfect to fair.
Whereas apologizing, acknowledging, and well-wishing resulted in perfect reliability
scores, joking, sympathy/empathy, and stimulating dialogues had poor scores. This was
possibly due to its limited presence in the double coded sample.

Table 1 also shows the presence of linguistic elements in webcare conversations of
the Netherlands Red Cross. Message Personalization was frequently used. Especially
signatures of employees were frequently employed and webcare employees often ad-
dress stakeholders personally. Informal Speech, on the other hand, was less frequent in
webcare messages. If webcare employees used informal speech, they mostly employed
non-verbal cues or shortenings and abbreviations. Regarding Invitational Rhetoric,
acknowledging, showing sympathy/empathy and well-wishing were often present.

Table 1. Identification instrument of linguistic elements, the Krippendorff’s alpha scores per
subcategory, their absolute and relative frequency in the corpus (Nwebcaremessages = 689)

Linguistic element Krippendorff’s
alpha

Frequency Example

Message Personalization
Greeting .98 239 (34.7%) Hi Peter!
Addressing stakeholder .92 448 (65.0%) you, your, Anna
Addressing webcare* .92 352 (51.1%) I, we, my, us
Signature .92 570 (82.7%) ^WP
Informal Speech
Shortenings/abbreviations* .70 53 (7.7%) pls, ok, LOL, DM
Non-verbal cues .88 53 (7.7%) ??, veeery, :-)
Interjections 1.00 27 (3.9%) haha, oh
Invitational Rhetoric
Acknowledging .96 190 (27.6%) thanks for the message
Apologizing 1.00 20 (2.9%) I am sorry
Sympathy/empathy .59 179 (26.0%) I can imagine this is

disappointing
Stimulating dialogues .32 38 (5.5%) Let us know what you

think
Joking .66 9 (1.3%) #joke, just kidding
Well-wishing* .89 113 (16.4%) Have a nice day!

Note. The asterisks represent categories that are adjusted to the van Hooijdonk and Liebrecht
(2018) identification instrument.
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The corpus enabled us to compare the usage of linguistic elements in webcare
responses across public and private social media channels. To do this, we aggregated
the identified linguistic elements per webcare tweet into an average score per webcare
conversation (see Table 2). The analyses showed significant differences between the
social media channels for all Message Personalization categories: personal greetings of
the stakeholder (F(5,417) = 42.82, p < .001, g2p = .34.), addressing stakeholder (F

(5,417) = 17.98, p < .001, g2p = .18), addressing webcare employee (F(5,417) = 25.24,

p < .001, g2p = .23), and signatures (F(5,417) = 64.02, p < .001, g2p = .43). The first
three categories appeared more often in private social media channels than in public
social media channels. Regarding signatures, pairwise Bonferroni comparisons showed
that these appeared least on Instagram compared to the other channels (Twitter:
p < .001; Facebook: p < .001; WhatsApp: p < .001; Twitter DM: p < .001, Facebook
Messenger: p < .001).

For Informal Speech significant differences between the social media channels were
found for shortenings and abbreviations (F(5,417) = 4.59, p < .001, g2p = .05), and

non-verbal cues (F(5,417) = 8.98, p < .001, g2p = .10). The former appeared less often
on Facebook compared to Twitter (p = .02), Twitter DM (p = .007), and WhatsApp
(p = .02). Non-verbal cues were more frequent on Instagram (compared to Twitter
(p < .001), Facebook (p < .001), Twitter DM (p < .001), Facebook Messenger
(p < .001), and WhatsApp (p < .001)). No differences were found between the social
media channels in the mean number of interjections (F(5,417) = 1.04, p = .39).
Regarding Invitational Rhetoric, the social media channels differed for all subcate-
gories, with the exception of Acknowledging (F(5,417) = 2.07, p = .07, g2p = .02), and

Table 2. Mean presence of linguistic elements in webcare conversations per social media
channel (standard deviations between brackets).

Linguistic element Public channels Private channels Total
(n = 423)Instagram

(n = 35)
Facebook
(n = 75)

Twitter
(n = 81)

WhatsApp
(n = 80)

Facebook
Mess. (n = 72)

Twitter DM
(n = 80)

Greeting .03 (.17) .19 (.38) .01 (.07) .65 (.39) .59 (.43) .44 (.44) .34 (.44)

Addressing stakeholder .44 (.50) .62 (.47) .43 (.46) .86 (.27) .89 (.26) .74 (.36) .68 (.43)

Addressing webcare .11 (.32) .34 (.47) .26 (.41) .63 (.40) .78 (.36) .67 (.42) .50 (.46)

Signature .21 (.41) .97 (.16) .94 (.22) .92 (.21) .93 (.21) .93 (.23) .88 (.31)

Shortenings/abbreviations .03 (.17) .00 (.00) .13 (.32) .12 (.29) .03 (.17) .13 (.28) .08 (.24)

Non-verbal cues .34 (.48) .03 (.16) .10 (.28) .06 (.19) .06 (.22) .07 (.22) .09 (.26)

Interjections .03 (.17) .03 (.16) .08 (.24) .03 (.15) .02 (.13) .06 (.21) .04 (.18)

Acknowledging .31 (.46) .45 (.49) .28 (.43) .25 (.36) .34 (.42) .32 (.43) .32 (.43)

Apologizing .00 (.00) .00 (.00) .03 (.17) .02 (.08) .08 (.23) .03 (.15) .03 (.14)

Sympathy/empathy .41(.49) .26 (.44) .57 (.46) .23 (.35) .33 (.42) .15 (.31) .32 (.43)

Stimulating dialogues .00 (.00) .03 (.16) .02 (.10) .10 (.25) .08 (.23) .03 (.11) .05 (.23)

Joking .06 (.24) .03 (.16) .03 (.14) .00 (.00) .01 (.06) .01 (.11) .02 (.12)

Well-wishing .06 (.24) .05 (.20) .27 (.43) .15 (.30) .24 (.37) .18 (.33) .17 (.34)
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Joking (F(5,417) = 2.28, p = .27). However, the results did not show a consistent
pattern between the public versus private social media channels.

In sum, webcare employees frequently adopted linguistic elements of Message
Personalization in their messages. Invitational Rhetoric is also used regularly, but Infor-
mal Speech hardly appeared in webcare messages. Furthermore, public and private
social media channels differ in the presence of linguistic elements.

4 Study 2: Contribution of Conversational Linguistic
Elements to the Perceived CHV

4.1 Method

To examine to what extent each linguistic element contributes to the perception of
CHV, an experiment was conducted. The experimental materials were developed on
the basis of the webcare conversations of Study 1. The materials consisted of con-
versations between a stakeholder asking questions to a fictitious charity organization to
which the organization responded. For these webcare responses, a basic response was
formulated that contained an average amount of perceived CHV (which was deter-
mined in a pretest). An example of a conversation is shown in Fig. 1. Subsequently, the
basic webcare response was adjusted by adding one of the linguistic element subcat-
egories. For example, to include a non-verbal cue in the response, a smiley was added
to the basic response. Nine CHV subcategories were included in the experiment (i.e.,
three subcategories per main category). For Message Personalization, greeting,
addressing stakeholder, and signature were chosen. From the main category Informal
Speech, shortenings and abbreviations, non-verbal cues, and interjections were inclu-
ded. Finally, showing sympathy/empathy, stimulating dialogue, and well-wishing were
chosen from the Invitational Rhetoric category. In short, nine webcare responses per
basic response were created by adding one of these nine CHV subcategories.

The experiment conformed to a 1 (Stakeholder’s Question) � 10 (Linguistic Ele-
ment incl. basic response) within subjects latin square design. To avoid repetition of the
questions’ topics, ten customer service topics and accompanying webcare responses
were created (10 topics * 10 webcare responses): each participant assessed one
experimental condition per customer service topic (10 webcare responses in total).

Stakeholder’s message Webcare response

Robin: @charityorganization Where 
can I find information about your pro-
jects? Can't find it on your website.

Thanks for the notification. This part 
of the website is under construction 
until tonight, after which the Projects 
page is completely up to date. Sufficient 
information will be available soon!

Fig. 1. Example of a basic webcare response.
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Forty-seven webcare employees of different charity organizations in the Nether-
lands were recruited via their social media channels to participate in the study. The
study consisted of two tasks. First, participants assessed the perceived CHV of every
experimental condition on seven-point Likert scales. The perceived CHV was opera-
tionalized with 3 items: ‘The webcare response is personal/informal/distant’ (reversed
item). The internal consistency of the items was high (a = .86, M = 4.44, p < .001).
Subsequently, the participants conducted a ranking task. Per main category, the basic
response and the three manipulated responses (i.e., each response included one of the
three subcategories) was shown. Participants ranked the tone of voice of the four
responses from least to most human. Consequently, participants could write their own
webcare response and underpin their choices regarding their ranking of the webcare
responses.

4.2 Results

Table 3 shows the findings of both tasks. The scores of the ranking task were trans-
formed into scores on a 4-point scale ranging from 1 (least human) to 4 (most human)
To investigate whether the mean scores differ significantly, we conducted repeated
measures ANOVAs with simple contrasts effects.

Regarding the assessment task, the basic response had an average perceived CHV
score (M = 3.80). The results indicated that each main category differed significantly
from the basic response in perceived CHV. Table 3 illustrates that Message Person-
alization contributed the most to the perceived CHV, whereas Informal Speech

Table 3. Means of the perceived CHV per linguistic element (standard deviations between
brackets). The assessment task used a 7-point scale, the ranking task used a 4-point scale.

CHV category Assessment
task

Simple contrast effects,
F(1,46)

Ranking task Simple contrast effects,
F(1,46)

Basic response 3.80 (1.37)

Personalization 4.78 (1.04) F = 29.77, p < .001 Basic = 1.26
(.77)

Greeting 5.30 (1.21) F = 43.24, p < .001 3.60 (.83) F = 115.48, p < .001
Addressing stakeholder 4.31 (1.44) F = 5.79, p = .02 2.36 (.64) F = 46.87, p < .001
Signature 4.72 (1.43) F = 17.08, p < .001 2.79 (.72) F = 102.08, p < .001

Informal Speech 4.31 (1.12) F = 8.58, p = .005 Basic = 2.13
(.90)

Shortenings/abbreviations 3.80 (1.44) F < 1, p = 1.00 1.74 (.90) F = 4.22, p = .046
Non-verbal cues 4.46 (1.50) F = 7.96, p = .007 3.28 (.85) F = 28.55, p < .001

Interjections 4.68 (1.40) F = 12.25, p = .001 2.85 (1.16) F = 8.00, p = .007

Invitational rhetoric 4.43 (1.03) F = 9.87, p = .003 Basic = 1.09
(.28)

Sympathy/empathy 4.34 (1.51) F = 3.72, p = .06 2.68 (.84) F = 147.52, p < .001

Stimulating dialogues 4.42 (1.57) F = 6.21, p = .02 3.32 (.84) F = 280.81, p < .001
Well-wishing 4.52 (1.38) F = 9.80, p = .003 2.91 (.83) F = 187.34, p < .001
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contributed least. A closer inspection of the subcategories of linguistic elements
showed differences between them. Shortenings and abbreviations did not enhance the
perceived CHV. Pairwise comparisons showed this subcategory differed from personal
greetings (p < .001), signatures (p = .009), interjections (p = .03), and well-wishing
(p = .03). Also, greetings enhanced the perceived CHV more than addressing stake-
holder (p < .001), and showing sympathy/empathy (p = .03).

Regarding the ranking task, subcategories within Message Personalization
enhanced perceived CHV compared to the basic response. Pairwise comparisons
indicated that greetings resulted in a higher perceived CHV than addressing stakeholder
(p < .001), and signatures (p < .001). A similar pattern is found for Invitational
Rhetoric. The three subcategories significantly enhanced the perception of CHV
compared to the basic response. Pairwise comparisons showed that stimulating dia-
logues induced a higher perceived CHV than showing sympathy/empathy (p = .03).
However, a different pattern was found for Informal Speech. Pairwise comparisons
showed that shortenings and abbreviations scored significantly lower than non-verbal
cues and interjections on the perceived CHV (non-verbal cues p < .001; interjections
p = .001).

In sum, it can be concluded that linguistic elements differ in their contribution to
perceived CHV of webcare messages. Greeting the stakeholder, non-verbal cues, and
stimulating dialogues contributed most to the perception of CHV.

5 Study 3: Automatic CHV Identification

In order to explore whether it is feasible to implement the insights on the usage and
perceptions of linguistic elements to customer service automation (e.g., chatbots) we
examined to what extent the amount of CHV can be identified automatically. We
therefore developed a beta-version of a tool together with OBI4wan2. In this section,
we report the development of the tool and the first qualitative results.

5.1 Method

The findings of Study 1 and Study 2 informed the development of the automatic
indication of the amount of perceived CHV in webcare responses. The codings of the
linguistic categories in Study 1 allowed us to compile a list of Illocutionary Force
Indicating Devices (IFIDs; Houtkoop and Koole 2000) that indicate the potential
presence of a subcategory. For example, ‘you’, ‘your’, ‘yours’, are words that were
often used to address the stakeholder. This list contained all linguistics elements found
in Study 1, supplemented with synonyms from (online) sources. Also, standardized
lists containing first names, abbreviations, and emoticons were used. The tool was
trained on the basis of these lists to identify the linguistic elements.

To calculate the amount of perceived CHV in a message, we created a ranking and
a formula based on the average scores in Study 2. For example, within the main

2 The beta-version of the tool can be tested on request by the authors and OBI4wan.
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category Message Personalization, greeting the stakeholder contributed most to the
perceived CHV. Therefore, the presence of this linguistic element in a webcare mes-
sage contributed more to the perceived CHV than presence of other Message Per-
sonalization categories, such as a signature. To investigate whether the tool was able to
indicate the amount of perceived CHV in webcare messages, the webcare messages of
Study 1 were used as input.

5.2 Results

In Table 4 three webcare messages are shown which the tool qualified as having a high
amount of perceived CHV. The first example contains all subcategories of Message
Personalization, and stimulating dialogue (the subcategory within Invitational Rhetoric
that contributes most to the perception of CHV). The second example contains several
linguistic elements of Invitational Rhetoric, and two linguistic elements of Message
Personalization. In the third example, multiple linguistic elements of all three main
categories are present. Within their categories, the smiley and stimulating dialogues
contributed the most to the perception of CHV.

Table 4 also shows three webcare messages which the tool qualified as having a
low amount of perceived CHV. Despite the presence of several linguistic elements,

Table 4. Webcare messages the tool qualified as having a high (examples 1–3) versus low
(examples 4–6) amount of CHV.

Webcare message CHV elements

1. Hi Dave, how can we help you? Greetings,
Niels. [WhatsApp]

Message Personalization: greeting,
addressing stakeholder, addressing webcare,
signature. Invitational Rhetoric: stimulating
dialogue

2. Apologies, it is not our intention to irritate
you. Thank you for the support you have
already given. Have a nice #spring day
[Twitter]

Message Personalization: addressing
stakeholder, addressing webcare. Invitational
Rhetoric: apology, sympathy,
acknowledgement, well-wishing

3. No problem! We are happy to help as far
as we can in this case:) Have a nice weekend.
Greetings, Ilse [Twitter DM]

Message Personalization: addressing
webcare, signature. Informal Speech: non-
verbal cues. Invitational Rhetoric:
stimulating dialogue, well-wishing

4. The information can be found here.
[hyperlink] Greetings, Ilse [Facebook
Messenger]

Message Personalization: signature

5. Thanks for your support! [Instagram] Message Personalization: addressing
stakeholder. Invitational Rhetoric:
acknowledging

6. That is true Carmen:) ^Caroline
[Facebook]

Message Personalization: addressing
stakeholder, signature. Informal Speech:
non-verbal cue
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these webcare messages will be perceived as less personal and engaging, because their
relative contribution to the perception of CHV is low. This is illustrated in example 4 in
which the webcare message only contains a signature. In example 5 an acknowl-
edgement is expressed and the stakeholder is addressed personally. However, only
addressing the stakeholder was taken into account in the calculation of the perceived
CHV. The final example contains three subcategories, but only the non-verbal cues had
a relatively high contribution to the perceived CHV.

Although these first qualitative results of the beta-version are promising for CHV
recognition, not all qualifications of the tool correspond with our own observations.
First, the identification of the linguistic elements can be improved. Although extensive
lists are used to inform the tool, some linguistic features were not identified, or iden-
tified incorrectly. For example, first names that did not occur in our lists were not
identified. Second, the current beta-version is programmed to identify all linguistic
element categories, but only the categories that are measured in Study 2 are included in
the calculation of the CHV score. As a result, messages that do contain several CHV
subcategories could still be qualified as having a low amount of CHV. Finally, the
amount of CHV is only calculated for one webcare message. However, a webcare
conversation can consist of multiple webcare messages, and the position of these
messages within the conversation influences the linguistic elements used.

6 Conclusion and Discussion

This project aimed to inform the development of humanlike chatbots that use an
appropriate amount of CHV that matches the communication style of the conversation
partner. We therefore obtained insights from the usage and perceptions of conversa-
tional linguistic elements by employees in webcare conversations, that can be adopted
to customer service automation tools, such as chatbots. By learning from natural lan-
guage use by humans, chatbot developers can design conversational agents that will be
perceived more humanlike, which in turn might positively impact users’ evaluations of
the chatbot and the organization.

The first learning can be derived from our corpus study: Message Personalization
should be adopted in chatbot conversations, because webcare employees frequently use
these linguistic elements in their messages. Invitational Rhetoric was also used regu-
larly, whereas Informal Speech was hardly employed. These findings support prior
findings of van Hooijdonk and Liebrecht (2018). In addition, we showed that webcare
employees employ linguistic elements differently in public and private channels. Pri-
vate social media messages contained more personal greetings, addressing the stake-
holder, and addressing the webcare employee, which is informative for the private
nature of chatbot conversations.

Secondly, chatbot developers should be aware of the relative contribution of lin-
guistic elements to the perception of CHV. Our experimental study showed that
greeting the stakeholder induced the highest perception of CHV compared to the other
subcatgories within Message Personalization. Within Informal Speech non-verbal cues
contributed most to the perception of CHV. Finally, stimulating dialogues contributed
most to the perception of CHV compared to the other subcategories within Invitational
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Rhetoric. To our knowledge, this is the first study that systematically examined the
relation between the use of single linguistic elements and the perception of CHV. If
developers aim to create chatbots with a high amount of CHV, we advise to include
personal greetings, non-verbal cues and sentences that stimulate dialogue.

Thirdly, it is possible to develop chatbots that use an appropriate communication
style that matches the communication style of the human conversation partner. In Study
3, we showed that the amount of CHV in messages can be identified automatically.
A first test showed that the tool was able to identify conversational linguistic elements
and to calculate the amount of CHV in messages. Although more CHV categories must
be added to the tool and some improvements are necessary, the findings are promising
for customer service automation since it is shown that language accommodation pos-
itively impacts on people’s perceptions (Jakic et al. 2017). However, the preferred
organization’s tone of voice should be taken into account as well. As distinguished in
Giles et al.’s (1991) CAT, communication partners could also use a maintenance
strategy, meaning that the interactant does not change the original communication style
to the style of the conversation partner but sticks to the own, preferred communication
style that matches the organization’s image.

Finally, our findings can be used to research the usage and the effects of humanlike
chatbots more systematically. On the one hand, our approach can be used to compare
available chatbots on CHV or to monitor the same chatbot on CHV across time. On the
other hand, people’s perceptions of humanlike chatbots can be investigated. Feine et al.
(2019) presented a taxonomy of cues that following CASA paradigm could impact on
people’s social reactions to chatbots. The conversational linguistic elements of our
study can be seen as a concrete manifestation of verbal social cues, but little is known
how these cues impact on users’ perceptions and behavior. Given the differences of
CHV elements to the contribution to the perceived CHV, it is important to investigate
how human and personalized a chatbot should be. Designing chatbots that resemble
humans may easily lead to users making wrong assumptions regarding the chatbot
capabilities (e.g., Luger and Sellen 2016). We therefore need to evaluate which and
how many CHV elements are considered appropriate and how they influence users’
perceptions and use of chatbots.
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Abstract. This research explores the anthropomorphic perception of
Emoty by its target user. Emoty is a Conversational Agent specifically
designed as an emotional facilitator and trainer for individuals with neu-
rodevelopmental disorders (NDD). NDD is a group of conditions that are
characterized by severe deficits in the cognitive, emotional, and motor
areas and produce severe impairments in communication and social func-
tioning. Our application promotes skills of emotion expression and recog-
nition and was developed in cooperation with psychologists and thera-
pists as a supporting tool for regular interventions.

We conducted an empirical study with 19 people with NDD. We
observed their behavior while interacting with the system and recorded
the commentaries they made and the questions they asked when the
session was over. Starting from this, we discovered a twofold nature
of Emoty: for some aspects, it is perceived more like a machine, but
for some others, it is more human-like. In this regard, we discussed
some relevant points about gender, fallibility, interaction, and sensitivity
of the agent, and we paved the ground towards a better understand-
ing of the perception of people with NDD concerning Conversational
Technology.

Keywords: Conversational technology · Neurodevelopmental
disorder · Technology perception · Anthropomorphism

1 Introduction

Neurodevelopmental Disorder (NDD) denotes a group of conditions that are
characterized by severe deficits in the cognitive, emotional, and motor areas and
produce severe impairments in social functioning. Recent research acknowledged
interactive technology as a potentially useful tool to support existing therapies
and new approaches to improve the learning process [1,2,19,24].
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A conversational agent (CA) is any dialogue system able to interact with a
human through natural language [6]. Emoty [4] is a spoken, emotionally sensitive
CA that has been specifically designed as an emotional facilitator and trainer for
individuals with NDD. Emoty entertains the users with small talks and asks them
to verbalize sentences expressing specific emotions (joy, sadness, fear, anger,
surprise, and neutrality) with their tone of voice.

It has been developed in cooperation with psychologists and therapists as
a supporting instrument for regular interventions; its goal is to mitigate a spe-
cific disturb called Alexithymia, which is the inability to identify and express
emotions.

From a more general perspective, its usage might pave the ground towards a
better understanding of the cognitive and emotional mechanisms associated with
NDD and towards new forms of treatments for these subjects. From a technical
point of view, the system is based on the architectural framework presented in
[5]. Emoty exploits Dialogflow to perform Automatic Speech Recognition and an
original Deep Learning model for emotion detection using the harmonic features
of the audio. An initial exploratory study has already indicated Emoty as a suit-
able tool for persons with NDD and has acknowledged that it has the potential
to support emotion regulation in the target users [4].

From that first study, we realized an anthropomorphic perception of the agent
by the participants, so we decided to investigate it further. In this research, we
conducted an empirical study with 19 people (average age: 35 years) with NDD,
including Down Syndrome and mild, moderate, and severe cognitive impair-
ments. We wanted to observe their behavior while interacting with the system,
and we took note of all commentaries they made and the questions they asked
to their caregivers and us when the session was over. Our research goal was to
explore the anthropomorphic perception of people with NDD concerning Emoty
during a repetitive usage period. Assessing the potential of Emoty to mitigate
Alexithymia and its effects is beyond the scope of this report.

The Oxford English Dictionary defines anthropomorphism as the attribution
of human personality or characteristics to something non-human, as an animal
or an object. The term has its origins in the Greek words anthropos for man
and morphe for form/structure. Anthropomorphic perception and perception in
general affect the user experience [16] and play a vital role in the user’s cognitive
decision-making process about whether to use (or continue using) a new system
[8]. Duffy and colleagues [9] described anthropomorphism as a useful mecha-
nism to facilitate social interaction between humans and machines and to make
a machine socially engaging. Besides, they concluded that anthropomorphism
changes the user’s expectations and beliefs on technology. Anthropomorphism
has been already studied in many contexts so far [23] and conversational technol-
ogy appears to perform better its intended design when simulating a human-like
mind [26].

The contribution of this work concerns the research about Conversational
Technology for people with NDD: this study is innovative because it explores
the perception of these subjects with respect to Conversational Technology and
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technology in general. Consequently, our outcome might lead to the develop-
ment of more tailored applications for people with NDD able to create a safer
and more comfortable context for them (e.g., for therapeutic interventions, daily
assistance). For example, the findings of this study will be taken into account
during the next iteration of the Emoty design process to improve the user expe-
rience and adapt it to the target audience.

The rest of the paper is organized as follows. In the section below, we describe
the context of Conversational Technology for people with NDD, and we mention
some previous studies about user perception methods and experiments. In the
next section, we make a parenthesis on the user experience (UX) with Emoty. In
the following part, we provide the methodology of our empirical study, describing
participants, setting, and procedure of the experiment. After that, we report and
discuss our observations. Finally, we provide general conclusions, and we outline
the following steps in our research.

2 Context

Any kind of NDD is a chronical state, but early and focused interventions are
thought to mitigate its effect. Several studies explored the role of interactive
technology in NDD. On the one hand, the high children’s exposure to chaotic
sensory stimulation given, for example, by video-games and multimedia appli-
cations, was identified as a possible cause of the increasing number of cases of
cognitive disorders during the developmental age [13]. On the other hand, recent
research about children’s development acknowledged interactive technology as
a potentially useful tool to support existing therapies and new approaches to
improve the learning process [1,2,11,19,21,24].

The main challenge of interactive technologies (such as conversational agents)
for people with NDD is to be accessible for the target user and to accommodate
her/his needs. Because of the wide spectrum of NDD and users’ needs, NDD-
specific CAs should be able to adapt their contents to the user and to customize
the way they interact with her/him. Indeed, special user’s needs imply special
system’s requirements.

Some cognitive-disability-specific Conversational Agents became commer-
cially available in the last years. For example, three mobile and tablet applica-
tions were recently launched to mitigate anxiety and support depression treat-
ment by simulating the conversations with the therapist: Woebot [27], Tess [25]
and Wysa [28]. Furthermore, a recent exploratory study used Amazon Echo
in speech rehabilitation [20] for users with cognitive disorders. There are also
CAs supporting skills related to communication, emotion expression, and social-
ization; Rachel [18], for instance, is an embodied CA designed to help autistic
children in the creation of semantically emotionful narratives. From some prelim-
inary experiments, children having severe impairments in the interactions with
others were more likely to interact with Rachel and more motivated to improve
their communication and emotion expression skills.

For assessing technology usability and perception by the users, we considered
different validated theoretic frameworks based on questionnaires and self-reports
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[3,12]. However, these tools require critical and self-critical skills by the user that
are often lacking in people with NDD. So far, the investigation on the perception
of Conversational Technologies by users with NDD is still in its infancy, and to
our knowledge, there is no structured framework to perform it.

Previous studies explored the tendency to merge the real or imagined behav-
ior of non-human agents with human-like characteristics, motivations, inten-
tions, or emotions [10,14]. Saarem [22] evaluated the anthropomorphic traits of
two commercial chatbots and concluded that anthropomorphism plays a central
role in our perception of chatbots. The author says that, if applied thoughtfully,
anthropomorphic traits in chatbots can increase user engagement and preference
of a commercial service, and make a chatbot appear more understandable and
predictable to the user.

3 Emoty - The User Experience (UX)

In this section, we encompass the main aspects of the end-users interaction with
the agent. Since Emoty is a web application, it enables both vocal and visual
interactions. Indeed, our Conversational Agent exploits the visual channel as a
support to the user. Emoty shows for the entire duration of the game a big button
to be clicked by the user before speaking. Besides, the agent provides the user
of visual feedback about its status (idle, listening, or speaking) to help her/him
to handle the interaction and to understand the system better. Moreover, to
facilitate the conceptualization of emotions, the application exploits emojis and
colors. The combination emotion-color works as reinforcement to the spoken
feedback by the system: joy is represented as yellow, fear is dark green, surprise
is cyan, sadness is blue, and anger is red. We associated neutrality to light grey,
used as background for the app as well.

Since Emoty is a proactive Conversational Agent, it completely controls the
dialogue flow during sessions. After the user logs in, the agent asks her/him a
series of questions to steer her/him to familiar domains. It calls the user by name,
speaks gently, and with continuous repetitions and explanations of the concepts
in order to create a comfortable environment. The user can ask the system to
repeat the last non-answered question at any time. The session is structured as
a single conversation. Each conversation has a starting and an ending point, and
it is structured the same:

– in the first part of the dialogue, Emoty welcomes the user, it puts her/him
at ease, it explains her/him the rules of the game, and it asks her/him three
questions one by one: “How are you?”, “Do you want to play with me?”, and
“Did you understand the rules of the game?”;

– in the second part of the conversation, dialogues follow the four-stage Non-
Formal Education model by the American theorist Kolb [15], who promotes
education starting from your own experience:

1. “experience” stage. The application asks the user to repeat a sentence
trying to express a particular emotion with the tone of her/his voice. At
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this point, the user sees on the screen both the sentence to verbalize and
the emoji of the emotion to express. The emotion is randomly selected
among joy, sadness, fear, anger, and surprise. Sentences are picked up
in a randomized order from a pool of very short and easy to pronounce
utterances. If a sentence is wrongly articulated, the user has to repeat it;

2. “reflection” stage. Emoty lets the user reflect on how she/he faced the
assigned task. This phase happens just once out of three because, as we
observed during the pilot study, it slows down the game reducing the
attention paid by the user;

3. “conceptualization” stage. Emoty evaluates the performance of the
user just according to the emotion detected from her/his voice. The appli-
cation provides a correct/wrong feedback to the user. When she/he was
correct and properly played the requested emotion, it celebrates her/him
with visual and acoustic rewards and then jumps to step 4. Otherwise,
Emoty tries to facilitate the task of the user by playing an audio recording
by an actor properly reading the sentence; this is to let her/him under-
stand how the task should be performed. At this point, the user can try
again to repeat the sentence (as in step 1) up to two more times. When
she/he cannot complete the task, Emoty jumps again to step 1, but with
a different sentence and a different emotion;

4. “application” stage. the CA invites the user to think about common
situations where she/he can feel and recognize the emotion just expressed
and then jumps to step 1 with a new sentence and a new emotion.

– whenever the user says she/he wants to quit, the conversation ends with some
greetings.

4 Methodology

We designed this research following the guidelines of NDD expert therapists and
psychologists of the care centers “L’impronta” (Noverasco di Opera, Italy) and
“Collage” (Milano, Italy). They also contributed to review the writing of this
paper.

With this study, we would like to explore how a population of people with
neurodevelopmental disorders anthropomorphically perceives Emoty. To do so,
we observed their behavior while interacting with the system, and we took note
of all commentaries they made and the questions they asked to their caregiver
and us when sessions were over. Advised by the caregivers of both centers, we
decided not to administer any questionnaire to participants or hold structured
interviews. This choice was dictated

– partly from the lack of the necessary critical ability and self-knowledge in the
great majority of our subjects,

– partly from our wish not to let them feel under examination and pressure.
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Indeed, our main concern was to let them enjoy a gamified experience with the
hope of seeing some emotional learning evidence after a continuous period of use
of Emoty.

Starting from their analysis, we looked for behaviors and patterns common
among the population and related to the anthropomorphic perception.

4.1 Participants

Participants consisted of 19 people with NDD from the care centers “L’impronta”
and “Collage”. They included people with Down’s Syndrome (3 subjects) and
individuals at mild (2), moderate (8), and severe (6) level of cognitive impair-
ment. Most of them were women (9 M, 10 F). Participants varied a lot in age,
from 29 to 45 (M = 35, SD = 5,3). The distribution of the population is depicted
in Fig. 1. The size and heterogeneity of the population is a limitation to the
study.

Only one of the 19 participants offered information about daily experiences
with a laptop, but all of them already knew what a computer is, and most of
them have a smartphone. Nobody reported previous interactions with similar
agents (e.g., Google, Siri, Alexa, and Cortana). All participants provided us an
informed consent to take part in the study signed by their parents. Furthermore,
to each participant, a unique code was assigned to guarantee the respect of their
sensitive data. In the context of this paper, participants’ names are changed.

Fig. 1. The overview of the participants to the study (Color figure online)
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4.2 Setting

The study was conducted in a small quiet room with an internet connection
within the daycare centers. This setting was to let participants feel as comfortable
as possible in a familiar space to them. In the room, there was a 15′′ laptop on a
desk and a chair in front of it. On one laptop’s side, there was a mouse connected
to the PC via Bluetooth. On the other side, there was a desktop microphone
connected to the laptop via cable. To create a more welcoming setting for the user
and avoid making her/him feel under examination, together with the caregivers,
we decided not to use any camera to record the experiment. In addition to
participants, people involved in the study were:

– the Facilitator : a psychologist or a caregiver known by participants; her role
was to manage the experiment at the forefront and to help participants as
was necessary (e.g., when they could not click on the mouse by themselves,
when they did not understand the task to complete);

– the Test Observer : A member of our team, who silently observed the exper-
iment from the background and took notes. We are aware that the presence
of an external person could affect the experience of the participants, and this
fact could be considered a limitation of our study. To mitigate the impact
of this issue, the test observer’s position was on the sideline in the room
and did not interact with the subjects. In addition, before starting the whole
study, the observer introduced himself to the subjects and took part in some
activities in the centers (without the use of technology).

4.3 Procedure

The study was designed as a ten weeks experimentation organized in scheduled
sessions taking place every week in parallel with daycare centers’ activities. Every
participant was involved for five times in total (see Fig. 2).

Fig. 2. The timeline of the study

It was explained to the participants that Emoty is an interactive application to
discover and learn emotions playing. They spontaneously showed up one at a
time to take part in the game. The facilitator received each participant in the
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experiment room and invited her/him to sit down. Afterward, she performed
the login on behalf of the subject to permit a personalized experience (e.g., the
user was called by name), and the session started. The user experience was the
one described above in the dedicated section. During the session, the observer
focused on how users perceived Emoty and took notes on:

– comments aloud by participants and the facilitator,
– questions from subjects to the facilitator,
– reactions, gestures, and behavior of participants during the experience,
– usability issues (e.g., difficulties interacting with the application due to the

use of the button or to participant’s pronunciation defects),
– breaking points in the conversation.

Every participant used the application for 8–12 min under the supervision of
the facilitator. The NDD experts determined the duration for each participant
considering her/his engagement and ability to maintain a high level of attention
on the same activity. During each session, the facilitator helped the participant
with the use of the technology, and by asking her/him whether the received task’s
instructions were clear. If not, she explained the task again to ensure a correct
understanding. When the participant did not feel comfortable with going on with
the game, she/he could stop anytime. At the end of each session, participants
commented on their experience with the facilitator, but only if they wanted to.

Each study day ended with an hour of discussion among the observer, the
facilitator, and us. We schematically described what had happened during the
sessions and to collect and organize observations and opinions.

5 Findings and Discussion

On average, participants played for 10 min and 44 s (SD = 3 min and 34 s).
It only happened twice out of 95 times that one user asked to stop playing

because he was not feeling comfortable. Both of the times, the facilitator asked
him for explanations, and he said that he did not feel able to deal with this
game. The facilitator reassured him and respected his opinion making him stop.
Overall, people with NDD, caregivers, and psychologists positively evaluated
the experience with Emoty, and almost everybody among the subjects enjoyed
interacting with it coherently with the pilot study’s outcomes [4]. Caregivers in
both centers reported that, even after a considerable time from the end of the
experimentation, people keep asking about Emoty.

Even if language impairments have to be considered as a limitation in the use
of Emoty, as long as the verbal channel is the only one input, they seem not hav-
ing influenced the likeability of the experience. In fact, two subjects with middle
and severe mental disabilities took part in all five sessions, but they stopped
at the introduction every time without accessing the playing part; this was due
to their big language impairments. It is relevant to say that their intelligibil-
ity is usually difficult even for caregivers, and it is permitted just due to the
high-developed capability of humans to read lips, to understand by assonance,
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Fig. 3. One of the participants playing with Emoty (The participant consented to the
picture to be taken and shared.)

to exploit non-verbal channels (e.g., gestures), and to read the context. Anyway,
their experience seemed positive; indeed, they both wanted to take part in every
session and waited for us to arrive at the center at the front door.

Another limitation of this study is that it is not based on any theoretical
framework. Indeed, our investigation into a deeper understanding of how users
with NDD perceive Emoty is based on qualitative observations of behaviors,
gestures, and commentaries of participants and on the opinions of caregivers
and experts. As explained in the Methodology section, this choice was dictated
mainly from the lack of critical ability in the great majority of our subjects and,
consequently, the impossibility to administer any questionnaire. We believe that
the lack of a validated framework is not a big issue for our research as it has
been conducted under the supervision of NDD experts.

Considering the observations in the reports of every session, we identified
four recurring aspects linked to anthropomorphism: gender, fallibility, interac-
tion, and sensitivity. By their analysis, we detected a twofold nature of Emoty
perceived by our the participants: in some respects, it is human-like or anthro-
pomorphic, but in some others, it is machine-like.

In this study, we did not observe any differences in perception among par-
ticipants with different cognitive levels, genders, and ages. However, in future
works, we would further explore the variety of perception in different cognitive
groups varying the scenarios.

Below, we go into the details of Emoty’s dual nature perceived by partici-
pants, and we discuss the four main categories of observations we identified.
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5.1 Gender

Emoty speaks by exploiting one of the Italian feminine voices by Google. Since
this is not metallic and pretends to be human, some of our participants talked
about Emoty as it is a she. For example, they asked: “May I be the next one
playing with her?” or “How does she remember all our names?”. According to
Mayer, voice plays an important role in the perception of Conversational Agents
and impacts the whole user experience [17]. In this case, Emoty’s feminine tone
might have contributed to its anthropomorphism process. In the future, we plan
to repeat this study changing the voice to a man to see whether or not the
“she” changes into a “he”, which would make the anthropomorphism argument
stronger.

Another important role affecting users’ perception of the agent is played by
its shape [7]. Emoty has no embodiment but seems to live within the computer.
For this reason, some subjects referred to Emoty as a it (i.e., the computer).
By doing so, they highlighted the detached, programmable nature of machines.
They asked us: “How can it understand me?” or “Did you develop it?” or even
“How can I develop my own Emoty?”.

In order to reduce the biases attributed to the experimental procedure, the
caregivers and we used to answer to their questions by avoiding the use of per-
sonal pronouns to refer to Emoty or by using the same one they used in the
question.

It was curious to notice more than once that the same participant used both
the neutral and the feminine pronoun in different situations. This aspect can
be interpreted as a little evidence of the fact that both the human and the
mechanical natures of Emoty are perceived and can coexist.

5.2 Fallibility

All participants experienced various challenges getting the agent to understand
their utterances. In total, the application was unable to detect them speaking
after the button was clicked 1010 times out of 2415 attempts (42%). Participants
associated this issue to the fact that Emoty had to be deaf (they said: “She is
deaf, isn’t she?”), that is a typical characteristic of humans. As a consequence,
several subjects tried to increase the level of their voice or make more pauses
in their speaking, things that may help people understand them. However, it
did not always lead to better recognition with the agent. Moreover, they figured
out that when Emoty committed mistakes, it could learn from them as human
beings do; they told us: “Today Emoty was a little brat... We hope that she is
going to be better next time!”.

Regarding the ability of Emoty to recognize emotions from the pitch of the
voice, it was notable how everybody facing the application accepted critics and
feedback completely trusting the computer because, from their point of view,
“a computer cannot commit mistakes”. It happened that the same feedback by
the facilitator was not taken as kindly as the one by Emoty a couple of seconds
later. This episode brings to light the other perceived nature of Emoty that is
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the fact that it is an automatic machine and inherently cannot be wrong. After
all, the Romans said “Errare humanum est” (i.e., “to err is human”).

We did not observe any correlation between the perception of the agent
by the users and their performances in the game. With performance, we mean
the number of correctly expressed emotions by all participants divided by the
number of attempts. Table 1 describes the average performance of the population
across sessions. In this context, we do not analyze further these data because, as
already stated in the introduction, assessing the potential of Emoty to mitigate
Alexithymia and its effects is beyond the scope of this report.

Table 1. The average performance of the population across sessions

Emotions 1st 2nd 3rd 4th 5th

Joy 0.11 0.04 0.18 0.29 0.20

Sadness 0.43 0.40 0.46 0.43 0.50

Anger 0.00 0.36 0.46 0.20 0.43

Fear 0.12 0.25 0.27 0.33 0.47

Surprise 0.00 0.29 0.10 0.19 0.27

Generic emotion 0.13 0.26 0.27 0.27 0.41

5.3 Interaction

The facilitator observed that interacting with Emoty using natural language
was perceived as more natural and intuitive than traditional touch or keyboard-
based interactions. This aspect is one of the factors that contributed to producing
engagement in the participants.

Unfortunately, as already discussed above, limitations of the currently exist-
ing technology did not permit everybody to be easily understood through the
voice. For example, Giulia did not catch the imperfect mechanical nature of
Emoty and tried to make herself understood as she usually does in human-
human interaction: she moved the head and made gestures to reinforce the idea
expressed by babbling. It was not clear for her that the machine in front of
her could not cross-compare inputs from many communication channels but was
considering just the oral one.

The mechanical nature of Emoty was perceived more easily by others, who
commented: “Sometimes it takes so long to answer!” (Peter) or “I should try to
speak slowly and use a simple language to make me understood by the PC...”
(Giorgia). Eleonora has some difficulty pronouncing her Ss, and consequently,
she was not understood by the system every time she said “s̀ı”, that means
“yes” in Italian. After several attempts, she finally got that she could express
it in alternative terminology (e.g., “certo”, that means “of course”). Afterward,
she told us happy: “It took me a while to understand how to speak to Emoty,
but now it is fine!”.
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The use of the mouse to wake-up the system was non-natural as well. During
the first session, it seemed a difficult practice for almost all participants (18 out
of 19 could not interact autonomously with the app). This issue, as discussed
with the caregivers, is probably related to the fact that the actions of pointing
and clicking with the mouse are completely uncorrelated from speaking. For
those people, the facilitator clicked with the mouse in their place. Fortunately,
the interaction with the application became smoother session by session for some
of them, and in the last session, 7 participants out of 19 played autonomously.
From another point of view, some users appreciated the sense of agency offered
by the mouse. For example, Julia commented: “I like that I can decide when I
am listened to and when I am not by using the mouse”.

5.4 Sensitivity

We noticed that Emoty was perceived with feelings, exactly as a real human.
This fact probably happened because Emoty was presented at first as “the game
of emotions”, and it introduced itself as “an emotion expert”. As a consequence,
some participants behaved as if they were facing a real human. For example,
as a joke, a participant insulted and threatened Emoty to throw the computer
away if he would not have been correctly understood. Other subjects, on the
contrary, tried to reassure Emoty that following time, it would have understood
their speech better and that they would have helped it by expressing emotions
with more drama. When in the first part of the session Emoty asked them how it
was going, they opened up themselves telling about personal events and thoughts
(e.g., the fear of the dentist on the next day, how was the Easter holiday, the
nephew’s birth, the defeat of the favorite team).

It is important to mention that even speaking about sensitivity, the mechan-
ical nature of Emoty came out: according to the facilitator, some users tended to
be more eager to interact with our device rather than to speak to other people.
Francesca e Giorgia admitted that they felt more comfortable practicing with
Emoty rather than to act in the theater lab with their friends.

6 Conclusion and Future Works

In this study, we observed 19 people with NDD interacting with Emoty for five
times. From our qualitative observations, we detected a twofold nature of Emoty
perceived by the participants of our study: in some respects, it was human-like,
but in some others, it was machine-like. More in detail, it was perceived as a
human

– as they listened to her feminine voice,
– as they spoke to her in natural language.
– as they worried about her feelings,
– as they confided personal facts to her,
– as they got angry with her when she did not understand them,
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– and as they asked about her after a long time from the end of the experimen-
tation.

On the contrary, it was perceived as a machine

– as they were asked to adapt their way of communicating in order to be under-
stood,

– as they felt more comfortable acting in front of it rather than in front of their
friends,

– as they saw it as infallible.

With this study, we paved the ground towards a better understanding of the
anthropomorphic perception of people with NDD concerning Conversational
Technology.

The natural follow up will be to explore their perception of commercial Con-
versational Agents (e.g., Google Home, Alexa, Siri) and to compare results. Also,
we want to iterate the design process of Emoty again starting from the findings
of this study: we want to increase the human-like, natural, and engaging percep-
tion of the system by the target user. To do so, we will explore the impact on the
user’s perception of a virtual character anthropomorphizing the agent Emoty.
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Abstract. A recent UNESCO report reveals that most popular voice-based
conversational agents are designed to be female. In addition, it outlines the
potentially harmful effects this can have on society. However, the report focuses
primarily on voice-based conversational agents and the analysis did not include
chatbots (i.e., text-based conversational agents). Since chatbots can also be
gendered in their design, we used an automated gender analysis approach to
investigate three gender-specific cues in the design of 1,375 chatbots listed on
the platform chatbots.org. We leveraged two gender APIs to identify the gender
of the name, a face recognition API to identify the gender of the avatar, and a
text mining approach to analyze gender-specific pronouns in the chatbot’s
description. Our results suggest that gender-specific cues are commonly used in
the design of chatbots and that most chatbots are – explicitly or implicitly –

designed to convey a specific gender. More specifically, most of the chatbots
have female names, female-looking avatars, and are described as female chat-
bots. This is particularly evident in three application domains (i.e., branded
conversations, customer service, and sales). Therefore, we find evidence that
there is a tendency to prefer one gender (i.e., female) over another (i.e., male).
Thus, we argue that there is a gender bias in the design of chatbots in the wild.
Based on these findings, we formulate propositions as a starting point for future
discussions and research to mitigate the gender bias in the design of chatbots.

Keywords: Chatbot � Gender-specific cue � Gender bias � Conversational
agent

1 Introduction

Text- and voice-based conversational agents (CAs) have become increasingly popular
in recent years [19]. Many organizations use chatbots (i.e., text-based CAs) in short-
term interactions, such as customer service and content curation [22], as well as in
long-term interactions, such as personal assistants or coaches [21]. Research has found
that chatbots can increase user satisfaction [41], positively influence perceived social
presence [3], and establish long-term relationships with users [7]. Additionally, large
technology companies have successfully deployed voice-based CAs (e.g., Microsoft’s
Cortana, Amazon’s Alexa, and Apple’s Siri) on many devices such as mobile phones,
smart speakers, and computers.
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Despite the many beneficial aspects of this technology, a recent UNESCO report
[43] from 2019 sheds light on the negative implications of the gendered design of most
commercial voice-based CAs. The report reveals that most voice-based CAs are
designed to be “female exclusively or female by default” [43]. For example, their name
(e.g., Alexa, Cortana, Siri), their voice (i.e., voices of Alexa and Cortana are exclu-
sively female), and how they are advertised (e.g., “Alexa lost her voice”) often cause
female gender associations. This can lead to the manifestation of gender stereotypes.
For example, since users mostly interact with voice-based CAs using short command-
like phrases (e.g., “tell me the weather”), people might deem this form of interaction
style as appropriate when conversing with (female) CAs and potentially even (female)
humans [38]. Consequently, the report highlights the urgent need to change gender
expectations towards CAs before users become accustomed to their default (female)
design [43].

While the UNESCO report provides interesting insights on gender-specific cues in
the design of voice-based CAs and its potential implications, the report does not
include an analysis of chatbots since they are “not always as clearly gendered because
their output is primarily written text, not speech” [43, p. 92]. However, many studies
have shown that the gender of a chatbot can also be manifested without spoken voice
using other social cues such as name tags or avatars [e.g., 2, 3, 5, 9, 16, 24, 32].
Moreover, these studies suggest that gender-specific cues in the chatbot’s design can
have both positive [e.g., 5, 24] and negative outcomes [e.g., 2, 9].

Therefore, we argue that there is a need to analyze how chatbots – in contrast to
voice-based CAs – are gendered (i.e., through gender-specific cues in their design) and
whether there is evidence of a potential gender bias in the design of chatbots. To the
best of our knowledge, an empirical analysis of gender-specific cues in the design of
chatbots in the wild has not been conducted so far. To address this gap and to com-
plement the findings of the UNESCO report, we investigate the research question of
how gender-specific cues are implemented in the design of chatbots.

To address this question, we analyzed the design of 1,375 chatbots listed on the
platform chatbots.org. In our analysis, we focused on three cues that can indicate a
specific gender, namely the chatbot’s name, avatar, and description. In the following,
we refer to these cues as gender-specific cues. Our findings suggest that there is a
gender bias in the design of chatbots. More specifically, we find evidence that there is a
trend towards female names, female-looking avatars, and descriptions including female
pronouns, particularly in domains such as customer service, sales, and brand repre-
sentation. Overall, our work contributes to the emerging field of designing chatbots for
social good [20] by highlighting a gender bias in the design of chatbots and thus,
complementing the findings of the recent UNESCO report on the design of voice-based
CAs. Subsequently, we derive propositions to provide a starting point for future dis-
cussion and research in order to mitigate this gender bias and pave the way towards a
more gender-equal design of chatbots.
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2 Related Work

2.1 Gender-Specific Cues of Conversational Agents

CAs are software-based systems designed to interact with humans using natural lan-
guage [14]. This means, users interact with CAs via voice-based or text-based inter-
faces in a similar way as they usually interact with other human beings. Research on
CAs and in particular text-based CAs (i.e., chatbots) has been around for several
decades [e.g., 42]. However, the hype around this technology did not start until 2016
[10]. Due to the major adoption of mobile-messaging platforms (e.g., Facebook
Messenger) and the advances in the field of artificial intelligence (AI) [10], chatbots
became one of the most hyped technologies in recent years in research and practice [3].

Extant research in the context of CAs builds on the Computers-Are-Social-Actors
(CASA) paradigm [33]. The CASA paradigm states that human users perceive com-
puters as social actors and treat them as relevant social entities [32]. Therefore, humans
respond similar to computers as they usually react to other human beings (e.g., say
thank you to a computer). These reactions particularly occur when a computer exhibits
social cues that are similar to cues usually expressed by humans during interpersonal
communication [16]. Since CAs communicate via natural language (i.e., a central
human capability), social reactions towards CAs almost always happen [16]. For
example, humans apply gender stereotypes towards CAs whenever they display
specific social cues such as a male or female name, voice, or avatar (see Table 1 for an
overview [18]). In addition, not only rather obvious social cues, such as the avatar,
voice, or name, indicate a belonging to a specific gender, but even movements of an
animated avatar are sufficient to do so [40]. Thus, it “appears that the tendency to
gender stereotype is deeply ingrained in human psychology, extending even to
machines” [34].

Table 1. Exemplary studies investigating the impact of a CA’s gender-specific cues.

Type
of CA

Investigated
Cue

Investigated
gender

User reaction towards gender-specific cue Reference

Voice-
based

Voice Female,
male

Gender impacts competence and perceived
friendliness of CA

[34]

Voice-
based

Avatar Female,
male

A specific gender was not preferred [13]

Voice-
based

Avatar,
voice

Female,
male

Gender impacts the comprehension scores
and impression ratings

[27]

Text-
based

Avatar Female,
male

Gender influences the impact of excuses to
reduce user frustration

[24]

Text-
based

Avatar Ambiguous,
female, male

Gender impacts comfort, confidence, and
enjoyment. Users did not prefer gender
ambiguous CAs

[35]

Voice-
based

Avatar,
voice

Female,
male

Gender impacts perceived power, trust,
expertise, and likability

[37]

(continued)
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2.2 Gender Bias in the Design of Voice-Based Conversational Agents

Since there is limited research on specific design guidelines for CAs [21, 29], major
technology companies actively shape how CAs are designed [21]. However, the design
of the major voice-based CAs (e.g., Cortana, Alexa, Google Assistant, Siri) creates
considerable concerns whether the leadership position of technology companies in the
design of CA is desirable [43]. For example, if users directed sexual insults towards
Siri, she used to answer “I’d blush if I could” (till April 2019) and now answers, “I
don’t know how to respond to that” (since April 2019) [43].

Gender manifestations in the design of CAs also reinforce gender manifestations in
the user perception of CAs. This can have severe implications for everyday interper-
sonal interactions. For example, the fact that most of the female voice-based CAs act as
personal assistants leads to the general user expectation that these types of CAs should
be female [43]. Moreover, it “creates expectations and reinforces assumptions that
women should provide simple, direct and unsophisticated answers to basic questions”
[43 p., 115]. Therefore, such a development reinforces traditional gender stereotypes.
This is in particular harmful, since many children interact with voice-based CAs and
gender stereotypes are primarily instilled at a very young age [9].

Similarly, the active interventions of chatbot engineers into human affairs (e.g.,
establishing a gender bias in the design of chatbots) raises ethical considerations.
Several institutions are warning to avoid the gender-specific development of (interac-
tive) systems. For example, the UNESCO report [5] proposes several recommendations
to prevent digital assistants from perpetuating gender biases. Recently, the European
Union’s High-Level Expert Group on AI defined the guidelines for trustworthy AI and
also highlights the importance of equality, non-discrimination, and solidarity [15].
Myers and Venable [31] propose ethical guidelines for the design of socio-technical
system and also emphasize the importance of empowerment and emancipation for all.
Moreover, several research associations (e.g., AIS, ACM) provide ethical guidelines to
ensure ethical practice by emphasizing the importance of designing for an gender-equal
society [39].

Table 1. (continued)

Type
of CA

Investigated
Cue

Investigated
gender

User reaction towards gender-specific cue Reference

Text-
based

Name,
Avatar

Female,
male,
robotic

Gender impacts the attribution of negative
stereotypes

[9]

Voice-
based

Avatar Female,
male

Gender impacts learning performance
and learning effort

[26]

Text-
based

Avatar Female,
male

Gender impacts learning performance [23]

Text-
based

Avatar Female,
male

Gender impacts the belief in the credibility
of advice and competence of agent

[5]
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3 Method

To answer our research question, we analyzed three cues in the design of a broad
sample of chatbots. Currently, there are several online platforms that list chatbots, but
there is no central repository. Therefore, we decided to rely on the data provided by
chatbots.org. Chatbots.org is a large online community with 8000 members. Members
can add their chatbots to the repository and provide additional information (e.g., name,
avatar, language, description, application purpose). We selected chatbots.org because it
is one of the longest running chatbot directory services (established 2008) [6] and has
been used in research before [e.g., 25].

For our analysis, we retrieved the data of all chatbots listed on chatbots.org on June
28, 2019 by using a web crawler. This resulted in a data sample consisting of 1,375
chatbots including their name, avatar, description, and other meta-information such as
the application domain (i.e., chatbots.org assigns twelve, not mutually exclusive
application domains to the listed chatbots).

In our analysis, we focused on three cues: the chatbot’s (1) name, (2) avatar, and
(3) description. We selected these cues since several studies revealed that the gender of
the (1) name and the (2) avatar of a chatbot trigger stereotypical gender responses [e.g.,
5, 9] and (3) that written text can convey gender attributes and personality traits [4].
Given our large sample size, we decided to automatically extract and analyze the
gender-specific design (female, male, none) of these three cues using available tools
and services. In addition, to validate our automated approach, we randomly selected
and manually coded 100 chatbots.

Our automated gender analysis approach is illustrated in Fig. 1. First, to investigate
the gender of the chatbots’ names, we used two online services that identify the gender
of a given name, namely www.gender-api.com (includes the gender of over two million
names) and the node.js package “gender-detection” [36] (includes the gender of over
40,000 names). Only if both services recognized the same gender of one of the 1,375
chatbot names, we included it in the analyses. Second, to investigate the gender of an
avatar, we used Microsoft Azure’s Face API [30] which is able to detect, identify,
analyze, organize, and tag faces in photos and also to extract the gender of a face.

Investigated Cues

Gender Analysis 
Methods

1,375 chatbots listed 
on  chatbots.org

Avatar DescriptionName

Microsoft Azure‘s face 
recognition API 

Text mining of gender 
specific pronouns

gender-api.com and node.js 
package “gender-detection”

Investigated 
Chatbot Sample

Fig. 1. Automated gender analysis approach to investigate gender-specific cues in the design of
chatbots.

Gender Bias in Chatbot Design 83

http://www.gender-api.com


Therefore, we used this API to analyze 1373 chatbot avatar pictures that we down-
loaded from chatbots.org (two chatbots did not have a picture). Finally, to analyze the
chatbot’s description, we text-mined the description of all retrieved chatbots to identify
gender-specific pronouns that refer to one of the two genders (female: “she”, “her”,
“hers”; male: “he”, “him”, “his”) [4]. After excluding ambiguous descriptions (i.e.,
descriptions including both female and male pronouns), we assigned a gender to the
description of a chatbot. Table 2 shows the results of the automated gender analysis
approach for three examples.

To investigate the reliability of our automated gender analysis approach, we
investigated whether there are conflicting results between the three methods (e.g., a
chatbot has a male name and a female avatar). In total, we identified only 15 conflicts in
our result set. Subsequently, we analyzed these conflicts in more detail and manually
coded all conflicting gender-specific cues. Overall, seven of these conflicts were caused
by a wrong gender assignment to an avatar of a chatbot. After analyzing these wrong
assignments, we identified that Microsoft’s face recognition API potentially has
problems to assign the correct gender to cartoon avatars with a low resolution. Another
five conflicts were caused by the text mining approach. In five cases, all pronouns in
the chatbot’s descriptions referred to another person (e.g., the chatbot engineer). Thus,
the pronouns did not refer to the chatbots itself. Finally, two chatbots names were
labeled wrong since the names (i.e., Nima, Charlie) are not clearly gendered and thus,
could have been assigned to both genders.

Table 2. Exemplary results of the automated gender analysis approach.

Name
(Company) Avatar Excerpt of Description (1) Name (2) Avatar (3) De-

scription

SOphiA 
(BASF)

SOphiA is an Intranet Interactive 
Assistant used internally by BASF 
for its worldwide operations. She
answers questions about […].

Female Female Female

Frank
(Verizon)

Frank answers all of your Verizon 
customer service support questions. Male Male None

BB
(KLM)

[…]. BB has her own professional, 
helpful and friendly character, but 
be warned; she can also be a bit 
cheeky from time to time. […]

None None Female

Table 3. Comparison of automatic gender analysis approach and manual coding for a
subsample of 100 randomly selected chatbots.

Cues Number of conflicts between automated
and manual coding

Number of not recognized
gender-specific cues

Name 0 25 (15 female: 10 male)
Avatar 0 20 (17 female: 3 male)
Description 0 0
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To further validate the reliability of the automated gender analysis approach, we
retrieved a random sample of 100 chatbots from the total sample of 1,375 chatbots. The
first and second author manually coded the gender of the name, avatar, and description
of these chatbots. There were no disagreements between both coders. Subsequently, we
compared the results of the manual coding with our automated approach. The com-
parison showed that there were no conflicts between the genders that were identified.
However, as illustrated in Table 3, the manual coding approach resulted in the iden-
tification of more gender-specific names and avatars. Most names that were not rec-
ognized as having a gender were female. Similarity, most of the avatars that were not
recognized were female.

4 Results

In the following, we present the results of our automated analysis of three cues (i.e.,
name, avatar, and description) in our sample of 1,375 chatbots. First, we provide an
overview of the total amount of gendered chatbots before reporting the gender distri-
bution (i.e., female vs. male) of the gender-specific cues, and their distribution
according to the chatbot’s application domain.

In total, we identified the gender of 620 chatbot names (45.09% of all investigated
chatbots), 347 chatbot avatars (25.24%), and 497 chatbot descriptions (36.15%) using
our automated approach. As illustrated in Fig. 2, there are some overlaps between the
cues. Overall, 501 (36.44%) of the chatbots did not have one gender-specific cue. In
addition, we identified 874 chatbots (63.56%) with at least one gender-specific cue (i.e.,

No Gender: 501 chatbots
36.44%

Only Name Gender: 199 
chatbots
14.47%

Only Avatar Gender: 
65 chatbots

4.72%

Only Description Gender: 
141 chatbots

10.25%

Name & Avatar Gender: 
113 chatbots

8.22%

Name & Description 
Gender: 187 chatbots…

Avatar & Description 
Gender: 48 chatbots

3.50%

Name & Avatar & Description 
Gender: 121 chatbots

8.80%

No gendered cue:      501 (36.44%)

One gendered cue:     405 (29.44%) 

Two gendered cues:   348 (25.32%)

Three gendered cues: 121 (08.80%)

Fig. 2. Distribution of gender-specific names, avatars, and descriptions in the investigated
chatbot sample.
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either a gendered name, avatar, or description). Moreover, 469 chatbots (34.11%) had
at least two gender-specific cues, and 121 chatbots (8.80%) had all three gender-
specific cues (i.e., a gendered name, avatar, and description). Taken together, the results
suggest that the majority of chatbots listed on chatbots.org are gendered in their design.

Next, we identified whether the gender-specific cues are female or male. As shown
in Fig. 3, the large majority of gender- specific names were female (76.94%). The
analyses of avatars and descriptions revealed similar results: 77.56% of the avatars
were classified as female and 67.40% of the descriptions were classified as female.
These results strongly suggest that most chatbots are designed to be female.

Our analysis of gendered chatbots and their application domains revealed that
48.90% of them belong to only three application domains, namely branded conver-
sations, customer service, and sales (see Table 4). Additionally, most domains (8) were
clearly dominated by female names and only three domains by male names. The same
patterns emerged in the analyses of avatars (i.e., all but one domain were dominated by
female avatars) and descriptions (i.e., only four categories were dominated by male
descriptions). Taken together, we conclude that the gender bias is particularly evident
in the design of chatbots for specific application domains such as branded conversa-
tions, customer service, and sales.

Fig. 3. Gender-specific distribution of investigated cues.
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Table 4. Chatbot application domains listed on chatbots.org and their gender-specific design
(note: application domains are not mutually exclusive).

Application
domain

Description of application
domain as listed on Chatbots.
org

All
chatbots

Gendered
names

Gendered
avatars

Gendered
descriptions

Animals &
aliens

“Speaking, listening and
responding virtual animals,
cartoonlike characters or
creatures from space”

20 Female: 1
Male: 2

Female: 0
Male: 0

Female: 4
Male: 11

Branded
conversations

“Dialogues on behalf of an
organization, on a product or
service”

511 Female:
257
Male: 54

Female:
137
Male: 32

Female:
162
Male: 38

Campaign “Designed for a limited
timeserving a campaign
objective”

61 Female: 9
Male: 11

Female:
13
Male: 6

Female: 4
Male: 8

Customer
service

“To answer questions about
delivered goods or services”

532 Female:
251
Male: 55

Female:
137
Male: 22

Female:
164
Male: 33

Knowledge
management

“To acquire information from
employees through natural
language interaction”

63 Female:
30
Male: 3

Female:
13
Male: 1

Female: 16
Male: 4

Market
research

“Conducting surveys with
consumers through automated
chat”

16 Female: 6
Male: 0

Female: 3
Male: 0

Female: 6
Male: 0

Sales “A conversion of a dialogue
focused on closing the deal”

236 Female:
106
Male: 16

Female:
61
Male: 9

Female: 81
Male: 10

Clone “A virtual version of a real
human being, whether still
alive or a historic person”

40 Female: 3
Male: 14

Female: 5
Male: 20

Female: 2
Male: 11

E-Learning “Human like characters in
virtual reality and augmented
reality with a scripted role”

21 Female: 4
Male: 0

Female: 2
Male: 1

Female: 7
Male: 6

Gaming “Conversational characters in
games or virtual worlds”

14 Female: 5
Male: 2

Female: 0
Male: 1

Female: 5
Male: 5

Proof of
concept

“Demonstrational versions
created by professional
developers on their own
websites”

152 Female:
52
Male: 18

Female:
28
Male: 6

Female: 45
Male: 28

Robot toy “Physical robotic gadgets with
natural language processing
capabilities”

1 Female: 0
Male: 0

Female: 0
Male: 0

Female: 0
Male: 1
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5 Discussion

In this paper, we show that gender-specific cues are commonly used in the design of
chatbots in the wild and that many chatbots are – explicitly or implicitly – designed to
convey a specific gender. This finding ranges from names and avatars to the textual
descriptions used to introduce them to their users. More specifically, most of the
chatbots have female names, female-looking avatars, and are described as female
chatbots. Thus, we found evidence that there is a tendency to prefer one gender (i.e.,
female) over another (i.e., male). Therefore, we conclude that there is a gender bias in
the design of chatbots. The gender bias is particularly evident in three domains (i.e.,
customer service, branded conversation, and sales).

Our findings do not only mirror the results of the UNESCO report [43] on gender
bias in voice-based CAs, but also support an observation already made in 2006. In their
analysis of genders stereotypes implemented in CAs, De Angeli and Brahnam [2]
conclude that virtual assistants on corporate websites „are often embodied by seductive
and nice looking young girls “(p. 5). Considering the majority of chatbots currently
used in customer service or marketing, one could argue that not much has changed
since then. Although recent studies have raised concerns about ethical issues of gender
stereotyping in chatbot design [e.g., 28], there are no guidelines for a gender-equal
design of chatbots that could support chatbot engineers to diminish gender stereotypes
(at least) in the context of text-based CAs. Since gender-specific cues are often per-
ceived even before interacting with the chatbot, they have a large impact on how users
interact with them [9]. Therefore, discussions between researchers, practitioners, and
users will be highly important to answer relevant questions (e.g., “Should a chatbot
have a specific gender?”, “Is it even possible to avoid gender attributions?”). To
provide a starting point for discussions and suggest avenues for future research, we
formulate four propositions (P) that could help to mitigate the gender bias and pave the
way towards a more gender-equal design of chatbots.

P1: Diverse Composition of Chatbot Development Teams: The technology sector,
their programmers, and also chatbot engineers are often dominated by males (i.e.,
“brogramming”) [19]. Without criticizing the individual chatbot engineer, decision
makers could foster a more gender equal distribution in teams who develop socio-
technical systems that actively intervene in human affairs, such as chatbots. This could
reduce potential gender biases, since women generally tend to produce less gender-
biased language than men [4]. A more diverse team composition is also in line with the
“ACM Code of Ethics and Professional Conduct” which states that “computing pro-
fessionals should foster fair participation of all people” also based on their “gender
identity” [1]. Moreover, chatbot design teams should not solely consist of engineers but
should further include a diverse composition of people from different domains, such as
from linguistics and psychology.

P2: Leverage Tool-Support for Identifying Gender Biases in Chatbot Design:
Comprehensive tool support could help chatbot engineers to avoid potential gender
stereotypes in their development. Since gender stereotypes are often processed (and
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also implemented) in a unconscious manner [8], active tool support could help chatbot
engineers to avoid their mindless implementation. A similar approach has been pro-
posed in the context of general software evaluation. For example, the method “Gen-
derMag” [11] uses personas and cognitive walkthroughs in order to identify gender
inclusiveness issues in software. Therefore, such an approach could also help chatbot
engineers. While more effort is needed to develop tools that automatically evaluate the
gender inclusiveness of the design of chatbots, first warning mechanism seem to be
easy to implement. For example, chatbot engineers could use the methods described in
this paper, namely gender analysis of chatbot names, avatar analysis using face
recognition, and text mining of descriptions. Additionally, chatbot configuration tools
could support chatbot engineers in making gender-equal design decisions [e.g., 17, 18].

P3: Avoid “Female-by-Default” Chatbot Designs: Overall, it does not appear nec-
essary to give a chatbot a default (female) gender. However, it is currently not clear
whether developing non-gendered chatbots or challenging human perceptions of
chatbot gender is the solution. Thus, chatbot engineers and the research community are
still far from resolving those issues, and the community should be open to discussing
them. Nevertheless, chatbot engineers need to actively implement mechanisms to
respond to unsavory user queries in order to avoid the manifestations of gender
stereotypes in the use of chatbots [9]. For example, Apple’s Siri is not encouraging
gender-based insults anymore (e.g., “I’d blush if I could”). Other CAs do not pretend to
have a gender (e.g., if users ask Cortana, “what is your gender?”, Cortana automati-
cally replies, “technically, I’m a cloud of infinitesimal data computation” [43]. How-
ever, further research is needed to investigate user-centered designs and mechanisms to
mitigate and discourage negative stereotyping in the use of chatbots.

P4: Promote Ethical Considerations in Organizations: Although, gender equality is
one of the UN sustainability goals [39], gender-specific cues in the design of CAs are
rarely attracting the attention of governments and international organizations [43].
Therefore, decision makers and engineers need to take the first step and challenge each
chatbot design towards potential gender stereotypes and other ethical considerations.
By actively promoting such considerations, chatbot development teams and other
people engaged in the development process will profit from an increased awareness in
order to build more gender-equal societies. Such endeavors could further complement
the ongoing discussions about gender-equal designs of algorithmic decision systems
and other types of artificial intelligence [e.g., 12]. Finally, such organizational driven
approaches could complement the work of regulators to promote a more gender-equal
chatbot design.

5.1 Limitations and Future Research

There are limitations of this study that need to be addressed. First, our analysis is based
on a limited sample of chatbots. Although we did not differentiate between commercial
and research-based chatbots and did not check if they are still online, we argue that our
sample provides a sufficient base to draw conclusions about gender-specific cues in the
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design of chatbots. Future research could investigate gender-specific cues of different
chatbots using other samples and data sources such as BotList.co. This would help to
create a broader overview of the gender bias and would enhance our understanding of
the current design of chatbots.

Second, our automated approach for identifying the gender of the chatbot’s name,
avatar, and description might be susceptible to false positives and false negatives. To
address this limitation, we validated our approach by manually analyzing a subsample
of 100 chatbots. Because we did not identify any false positive result, we argue that
gender-specific cues identified by the approach are quite accurate. However, the
manual analysis also revealed that our automated approach did not identify all gender-
specific cues and indicated a few conflicts between the three methods. For example,
Azure’s face recognition API struggled with extracting a gender from low-resolution
cartoon avatars and some pronouns in the description did not refer to the chatbot.
Therefore, we can only interpret the results of the automated gender analysis approach
as a conservative predictor for the amount of gender-specific cues in chatbot sample.
Thus, the true value of gendered chatbots might be much higher. Despite this limita-
tion, we believe that our findings still hold because according to our manual analysis
most of the not recognized gender-specific cues where female.

Third, while our analysis included three important cues, several other cues in the
design of chatbots could be considered that may convey a gender-specific attribution.
Therefore, future research could extend our analysis to other relevant gender-specific
cues [16].

6 Conclusion

In this study, we examined the gender-specific design of three cues in the design of
1,375 chatbots using an automated gender analysis approach. Our results provide
evidence that there is a gender bias in the design of chatbots because most chatbots
were clearly gendered as female (i.e., in terms of their name, avatar, or description).
This bias is particularly evident in three application domains (i.e., branded conversa-
tions, customer service, and sales). Therefore, our study complements the findings of a
recent UNESCO report that identified a gender bias in the design of voice-based CAs
and provides propositions as a starting point for future discussions and research.
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Abstract. This paper lays the foundation for a new delivery paradigm
for web-accessible content and functionality, i.e., conversational interac-
tion. Instead of asking users to read text, click through links and type
on the keyboard, the vision is to enable users to “speak to a website”
and to obtain natural language, spoken feedback. The paper describes
how state-of-the-art chatbot technology can enable a dialog between the
user and the website, proposes a reference architecture for the automated
inference of site-specific chatbots able to mediate between the user and
the website, and discusses open challenges and research questions. The
envisioned, bidirectional dialog paradigm advances current screen reader
technology and aims to benefit both regular users in eyes-free usage sce-
narios as well as visually impaired users in everyday scenarios.

Keywords: Non-visual browsing · Screen readers · Conversational
agents

1 Introduction

The current model of the Web is based on a set of basic concepts that evolved
over the years to accommodate the complexity of new usage scenarios, but it
essentially remains a visual experience: it requires looking, clicking, scrolling,
hovering the mouse or performing gestures on a screen. We browse by focusing
our attention on the elements that we deem relevant to our main goal. This
interaction model does not translate well to visually impaired users and scenarios
of true mobility where the visual attention we can provide is limited.

Despite the advancements in assistive technology and the large body of lit-
erature on improving the experience for this population [2,5,16,34,46], visually
impaired users experience several challenges in accessing the Web [11,14,24,32,
44]. The support provided by screen readers and non-visual browsers is essentially
based on variations of sequentially reading a webpage from top to bottom, and
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Open audible.com

Site opened. In this website I can help 

There are 1,647 new releases. 

No, instead, look if there is anything 
new from the author John Scalzi.

20 new releases?

Ok, read me out only those in English

natural language dialog interactions with website

USERConversational Web interactions

Blind and visually 
impaired people (BVIP)

Regular users in 
hands/free eyes/free 

scenarios

everyday scenarios

e.g., walking, 
encumbered with 

objects or activities

Fig. 1. Example conversational web interaction: the user engages in a dialog with a bot
(right), which translates the user’s requests into matching interactions with a website
(left), enabling the user to browse the site in natural language (written or also spoken).

interacting with keyword shortcuts, which makes the process of translating user
goals into a series of steps more time consuming and frustrating [32,37]. Adding
to this, visually impaired users have to deal with poorly designed websites with
no basic accessibility support [4,27], and the uncertainty of missing out infor-
mation or not even knowing the source of the problems preventing them from
completing their tasks [10]. Even when complying with standards and guidelines
[18,46], the experience can be poor and frustrating [37]. In the end, accessibility
does not necessarily mean usability.

The same can be said about mobility and attention-demanding scenarios that
can lead to what is referred to as situational impairments [41], where contextual
factors reduce our ability to interact visually. For example, using a mobile phone
while walking not only reduces our visual, attention, and motor abilities [15],
but can lead to distractions and risky behaviors [23,33]. A survey of more than
1000 adults in the US reported that 60% of the respondents use smartphones
also while crossing the street, even if 70% of the total respondents perceived the
behavior to be dangerous [25]. It is not surprising, thus, that injuries due to
mobile phone distraction from 2004 to 2010 have almost tripled, mirroring that
of driver’s injuries for the same reason [33]. Browsing the Web while walking
or driving are extreme cases but indicative of hands-free, eyes-free and minimal
attention scenarios where traditional interaction models don’t work.

In this paper we propose a new interaction paradigm for the Web that allows
users to access websites by directly expressing their goals in dialog-based inter-
actions with a conversational agent. To illustrate the concept, Fig. 1 shows an
example of a goal-oriented conversation for browsing audiobooks, where user
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requests in natural language are translated by a conversational agent into auto-
mated actions applied to a website. Our approach is based on the idea of opening
up the Web to an entire new generation of agents (e.g., Amazon Alexa, Google
Assistant, Telegram), which currently need custom-built bots and skills to deliver
services to their users. To this end, we introduce a reference model and archi-
tecture to allow web developers and content producers to make their websites
“bot-friendly” without the need for implementing custom conversation logic,
training Natural Language Understanding/Generation (NLU/NLG) models and
all the effort that goes into developing new bots.

In the following we give an overview of the current state of the art to then
introduce our proposed model and architecture.

2 State of the Art

2.1 Web Accessibility and Models for Non Visual Browsing

Efforts in making the web more accessible span across the development of stan-
dards, design guidelines, algorithms and inclusive development processes.

The Web Accessibility Initiative (WAI) of the World Wide Web Consortium
(W3C) contributes with standards that are important in guiding the design of
more accessible web pages and applications. Among these, the Web Content
Accessibility Guidelines (WCAG) [46] provides recommendations for making
content (and structure) accessible to people with disabilities, and are based on
W3C technical specifications (e.g., HTML, CSS). The WAI also develops tech-
nical specifications such as Accessible Rich Internet Applications (WAI-ARIA)
[17], which focus on making web applications – especially those with dynamic
content and complex interactions – accessible to users of assistive technologies
(e.g., screen readers). Implementing these standards is however in the hands of
web developers and content producers.

In order to address the problems of compliance, a whole body of litera-
ture has been devoted to developing coping strategies. Automatic approaches
have been proposed to facilitate navigation in the absence of the corresponding
semantic annotations and structure [2,47] and generation of caption and audio
descriptions for multimedia material [38,43]. Collaborative metadata authoring
approaches [8,40,42] instead rely on volunteers to “fix” accessibility problems
as they find them or upon request, and store the improvements in an external
database that can be accessed by others. Other approaches aim to address the
problem at the source, helping web developers be aware of accessibility during
the design and development process [36].

The need for describing the content in web pages – and not only the structure
– emerged with the development of rich snippets and machine processing of
websites. Early approaches were based on microformats, with initiatives such as
hCard, hCalendar and RDFa [21]. With the introduction of microdata support
in HTML5, it became possible to describe the “items” in a page, using HTML
properties to define the scope of the items, and key-value pairs to describe their
attributes [39]. The absence of common vocabulary to refer to these items led
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major search engines (Bing, Google, Yahoo) to the creation of Schema.org [31].
This initiative offers and maintains a common vocabulary (for the most common
“items” and their attributes) that simplified the annotation of data in web pages.

The VoiceXML [35] standard by the W3C offers a markup language for voice
applications that can reuse the infrastructure developed for the Web. However,
it requires developers to build custom applications or custom “chatbots” using
the provided markup language. SALT [45] on the other hand is a lightweight
markup language created in response to VoiceXML, but that still requires the
grammar and logic for handling conversations to be declared in the webpages.

The above model and extensions provide a great foundation for improving
accessibility in non visual browsing scenarios. However, they were not designed
with conversational agents in mind, and so lack the necessary ingredients to turn
websites into a dialog with the user.

2.2 Non Visual Web Browsing

A significant improvement on the linear navigation of screen readers was the
introduction of the notion of navigation context. The CSurf [29] browser app-
roach was to capture the context of a link, using structural properties and sur-
rounding content, to identify the most relevant component in the next page,
thus avoiding reading out sequentially from the beginning. The same group also
worked on HearSay [13], a browser that builds on the idea of contextual browsing,
incorporating machine learning and natural language processing to segment and
automatically label web components so as to ease the navigation through seman-
tically related content. It also aims at improving web transaction by identifying
actionable items (e.g., “add to cart,” “checkout”) in web pages and making them
easily available to the user. With a different take on context, the Sasayaki [48]
browser aims at improving on the traditional navigation with a screen reader, by
providing supplemental information in the form of page overviews and spatial
and contextual cues (called whispers) on a secondary audio channel.

Focusing on performance, other approaches explored speech optimisations
and summarisation of web pages. Gerrero and Conçalves [20] experimented with
faster text-to-speech and multiple speech channels to speed up the scanning of
relevant content by visually impaired users. Experiments showed that faster and
concurrent speech significantly improved scanning while maintaining the level of
comprehension. Summarisation is another widely explored technique, used for
example to create “gists” of web pages (to decide on whether to read sections of
a page) [22] and to facilitate non visual skimming [1].

The idea of using spoken commands to interact with the browser has also been
explored in the literature. The most recent proponent of this idea is Capti-Speak
[5], a speech-enabled screen reader for web browsing that aims at lowering the
complexity of managing shortcuts in navigating with screen readers. This solu-
tion enables users to utter commands in natural language, which are identified
as browsing actions (“press the cart button”, “move to the search box”) and
interpreted in the context of the ongoing dialog. A user study with 20 blind
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participants showed that the approach was perceived as more usable and led to
better browsing performance compared to a conventional screen reader.

Web automation is another area explored to improve the browsing experi-
ence. Voice-enabled macros for repetitive web-browsing have been built on top
of the HearSay browser [12], allowing users to record and play their own macros.
Bigham et al. [9] introduced the Trailblazer system, which focused on facilitat-
ing the process of creating web automation macros, by providing step by step
suggestions based on CoScript [28]. The SeEbrowser [30] was designed to provide
personalised browsing shortcuts to visually impaired users based on shortcuts
useage statistics. Lau et al. [26] instead focused on facilitating the execution of
macros, and proposed CoCo, a system for web automation that relies on a con-
versational interface based on (semi)structured language. The system simplifies
the execution of repetitive tasks by allowing users to invoke CoScripter macros
or “on the fly” tasks based on the user web history, in natural language.

Another interesting approach to automation is proposed by Ashok et al.
[6], where the goal is to free users from performing low level interactions with
HTML elements by adding a layer of abstraction on higher level web entities (e.g.,
“search results”, “calendar”, “menu”, “forms”), and allowing users to execute
navigation commands, invoke actions and answer queries. For example, instead
of dealing with the complex interaction of a calendar widget, users would directly
say “Choose return date 28” on the calendar entity, and the underlying interac-
tion manager would try to execute the appropriate steps.

All of the infrastructure, guidelines and optimisations above were done with
the traditional web agent in mind, and while they provide valuable contributions
and inspiration for our work, the approaches are not suitable for the conversa-
tional web interaction we envisioned in this paper.

3 Conversational Web Interaction

Next, we elaborate on the idea of conversational web interaction, introduce the
need for a dedicated conversational agent (a bot or chatbot), and identify the
key requirements that drive our research.

3.1 Concept

Recalling the example conversation in Fig. 1, the interaction paradigm we pro-
pose in this paper is based on a bi-directional use of natural language. Users
either write and read text in a chat window (written interaction) or talk and
listen (vocal interaction). Instead of directly interacting with a target website
inside the web browser, they interact with a bot that serves as mediator between
the user and the website and is able to translate back and forth between nat-
ural language input/output and website interactions (e.g., reading text, filling
form fields, navigating links). While the latter are generally the same across
different websites, the bot automatically extracts the necessary domain-specific
vocabulary and knowledge about available features from the target website, e.g.,
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it learns that the site allows users to “buy an audio-book” or that it can “read
an abstract.” Upon a specific instruction by the user, such as “find books by
John Grisham,” the bot autonomously interacts with the website on behalf of the
user and presents users only with the final results, preventing them from having
to learn how to do so themselves.

Content and functionality of the website can be accessed in a random access
fashion: just like in any conversation or in visual web browsing, the user can
jump from one topic (e.g., reading the summary of a book) to another one (e.g.,
searching for music), without the need to leaf though or listen to potentially
lengthy lists of options. This is different from conventional screen readers and
the related works discussed previously, which depend on the structure of the
website and require the user either to use the keyboard to walk through options
or to utter structure-specific instructions like “go to search box,” “enter XYZ,”
and “submit.” In other words, the paradigm is goal driven, not structure driven.

3.2 Requirements

The goal of our research is to study how to enable conversational interactions
on top of existing websites; the development of generic, stand-alone chatbots
is out of the scope of this work. Enabling the described conversational interac-
tion paradigm for the Web requires thus two fundamental ingredients, a chat-
bot mediating between the user and the website and a purposefully designed,
conversation-oriented annotation of content and functions enabling the bot
to get acquainted with the website. The bot provides basic, cross-application
conversation support, while the annotation equips the bot with the necessary
application-specific knowledge. The core requirements for the development of
the bot and the annotation are:

1. Orientation: Given the URL of a website, the bot must be able to summarize
the content and/or functionalities offered by the website, in order to allow
the user to understand what the site offers and to provide for basic access
structures. The role of the summary is similar to that of conventional menus
or navigation bars in visual browsing. For instance, the bot in Fig. 1 tells the
user that it is able to “find, browse and buy audiobooks.”

2. Vocabulary : As exemplified further in the conversation, the bot should be
able to speak the language of the target website. It should not understand
and master only generic terminology (e.g., “navigate” or “click”), but also
site-specific terminology (e.g., “find a book” or “leave a comment”).

3. Informational vs. transaction tasks: The bot should not only render the con-
tent vocally or textually, which is the basic ingredient for the delivery of
informational services (e.g., reading out loud the description of an audiobook
– essentially reading content from websites). It must also be able to parse
vocal/textual input and forward it to the website, enabling full-fledged, trans-
actional services (e.g., searching for a given author – essentially interacting
with websites).



100 M. Baez et al.

4. Intents and intent parameters : The bot must be able to understand the user’s
intent when speaking or writing, so as to be able to enact suitable actions in
response. Intents may be application-agnostic (e.g., fill a form field, read a
title) or application-specific (e.g., buy an audiobook, write a review). Intents
may further require parameters: searching a book is an intent; searching the
book by author “John Scalzi” is an intent equipped with a suitable target.

5. Action enactment : As the bot mediates between the user and the website,
enacting an action in response to an identified intent means interacting with
the website on behalf of the user. The bot must thus be able to mimic user
interactions with the website, such as navigating a link or filling a form.

6. Feedback : As the user is now interacting with a bot and not with the actual
website, it is important that the bot be able to provide feedback on the
outcome of actions. For example, a navigation action may fail or a form
submission may succeed. These outcomes must be communicated back to the
user for confirmation and orientation.

7. Context : Natural language conversations, if split into chunks of text, may be
ambiguous. It is for instance common to claim that something was cited “out
of context” and, hence, may be misleading. It is thus crucial that the bot be
able to maintain conversational context and to disambiguate between similar
utterances in function of context.

8. Pro-activity : Conversational agents are mostly reactive to user requests,
yet sometimes pro-active behaviors may be needed. For instance, if content
changes dynamically inside a page or if a user is to be guided through a
form filling process, the initiative of the conversation may come from the bot
instead of from the user. The bot may also pro-actively suggest possible next
actions, like in our example.

Satisfying these requirements will require an interplay between the generic
bot and the application-specific annotation. For example, only a proper anno-
tation of an application-specific intent will allow the bot to know that it must
not only identify the intent (e.g., search author) but also collect a respective
parameter (the author name).

3.3 Design Principles

The annotation of the website assumes thus a central role in enabling the envi-
sioned paradigm. In this respect, the assumption underlying our proposal is
that, if needed, web pages can be extended with annotations, e.g., standard
WAI-ARIA annotations [17] or custom bot annotations, to instruct the bot.

Equipping an existing web page with an annotation to enable conversational
interactions implies of course an additional effort to the developer of the website
(just like complying with accessibility in general). In order to keep the effort low
and effective, the ideas we propose in this paper further build on the following
simple design principles:

1. No need for custom chatbot code. The goal is to prevent web developers
from having to master also chatbot development to equip their websites with
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conversational interactions. Developers should thus not have to write any own
line of chatbot code.

2. Separation of conversation model from NLU. Modern chatbots typically fea-
ture AI-powered natural language interpretation requiring proper training
before use. We want to prevent developers from having to train themselves
the bot and instead want to automate this task and ask developers just to
provide the necessary domain-specific vocabulary.

3. Presentation (NLG) managed by bot. Developers should not have to worry
about how to render outputs (dialog responses), be them vocal or written.
The bot should fully take care of this task to harmonise the user experience.

4. Web developers keep control of the experience. While we think it is crucial to
take over as many tasks as possible, it is however crucial that developers be
in control of what happens. Through a sensible annotation of their sites they
should be able to control which features of a site to equip with a conversational
interface.

5. Support for social botification. For those cases in which developers do not
provide suitable annotations, it should be possible for interested users to
provide them externally and collaboratively and to share them with others
for reuse and refinement.

Next we show how we intend to satisfy requirements and design principles
with a concrete software architecture.

4 Approach

4.1 Conversation Model

The conversation model driving the envisioned chatbot is a refinement of the con-
ventional input-intent-action-response model of modern conversational agents:
The user provides an input (e.g., “Which audiobooks have been released this
week?”) that expresses an intent of action (e.g., “search for recent audiobooks”).
The chatbot interprets the input and extracts the intent – this typically involves
the use of a dedicated Natural Language Unit leveraging on AI – to match the
intent to an action that allows the bot to meet the user’s request (e.g., the bot
could navigate to the page with the latest book releases and identify the most
recent ones). The execution of this action produces an output that can be used
by the bot to generate an informative response for the user (e.g., “Five new
books have been released this week”). The response may or may not contain a
solicitation for the user to provide further input (e.g., “Should I read out loud
the titles of the books?”).

The refinement consists of two core aspects: (i) the selection of a set of reactive
actions that are specifically tailored to enabling a natural language conversation
with websites and (ii) support for pro-active actions enabling the bot to take the
initiative in conversations, e.g., in response to updated content inside a page or
new content or features appearing in the page. Figure 2 graphically summarizes
the key concepts of the target conversation model.
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Fig. 2. Model of conversational web interaction. In bold the core conversation logic
as interplay between user inputs, actions and responses. Actions are refined into
application- and element-specific actions.

The reactive actions are split into two types: Application-specific actions
express interactions with the website that allow the user to achieve application-
specific goals, such as finding or buying an audiobook. Element-specific actions
refer to presentation elements of a web page and allow the user to interact
with the element. Typical elements are forms, form fields, buttons, paragraphs,
headers, and similar (identified through suitable HTML tags). Element-specific
actions are pre-defined and implemented once for all. Application-specific actions
are configured by the developers of the site and refer too to presentation elements
to indicate where in a page the respective action can be carried out.

Managing a dialog is now an iteration between application- and element-
specific actions: Given an application-specific action, the bot moves the focus of
its analysis to the respective presentation element (e.g., a form). Next, it analyzes
the content of the element, identifies the presentation elements it comprises and
enacts element-specific actions, involving the user when necessary.

4.2 Architecture

The software architecture we propose to reify the above conceptual model and
to satisfy the requirements identified earlier is graphically summarized in Fig. 3.
The architecture is split into a design phase (top part) and an execution phase
(lower part). The key components are: A botifier, i.e., a component that is able
to parse and analyze a given website identified by its URL and to extract orien-
tation information (requirement R1) and the necessary conversational domain
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Fig. 3. Reference architecture for conversational web interaction. The number labels
correspond to (1) the process of botifying web pages (design time) and (2) the man-
agement of user-website dialogs (runtime). In light blue the actors in the ecosystem.
(Color figure online)

knowledge (R2). A possibly annotated website the user wants to interact with.
A conversational interface (e.g., a chat window or an Amazon Echo device) with
an NLU for input processing (R3, R4) and an NLG for output generation (R6,
R8). A dialog manager able to manage the conversation with the user, to keep
conversational context (R7), and to act on the website on behalf of the user
using the engine, which implements the necessary logic to mimic user interac-
tions (R5) and to monitor updates (R8) using a headless browser. We discuss
website annotation, botification and conversation management in more detail
below.

4.3 Content/Function Annotation

The challenge of bot development is training the bot with domain vocabulary
and actions. We have seen that there are no ready models or annotations for
doing so. The question is thus how to obtain the necessary information.

Microdata1 allows one to annotate content in web pages with semantics,
and initiatives such as Schema.org offer a common vocabulary for popular items
on the Web. For example, search results in audible could be annotated with
itemtype=http://schema.org/Audiobook to describe the type of entity. These
annotations could unambiguously describe content and facilitate connecting user
requests (“Who is the [narrator]?”) to presentation elements. ARIA and HTML5
provide semantic annotations/tags and notifications or errors or updates when
new, dynamic content appears. When annotating websites for accessibility, devel-
opers are thus already facilitating the automation of web interactions.

There are however no annotations or vocabularies for describing operations,
let alone app-specific actions. For example, functionalities like “search”, “play”

1 https://html.spec.whatwg.org/multipage/microdata.html.

https://html.spec.whatwg.org/multipage/microdata.html
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Fig. 4. Concept of joint use of standard ARIA and custom annotations for instructing
the bot with domain knowledge (an intent with action).

and “buy” audiobooks are usually listed in menus, but are meant for visual,
human consumption. It could thus be an option to introduce specific bot prop-
erties, such as “bot-intent” to identify HTML tags (e.g., form, input, link) that
match user intents and that the bot can operate on behalf of the user.

Figure 4 provides a feeling of how different annotations could be used together
to achieve the task.

4.4 Botification

The botifier parses a page’s markup and annotations and derives a domain model,
which configures the bot with the interactions the user can have with the web-
site. Intents and parameters (bot-intent and bot-param in Fig. 4) define the
requests the user can perform and the information that should be provided in
order to do so. The vocabulary (named items and properties), in addition to the
intents, configures the NLU with the language users can use to express goals.

Enacting user intents during the dialog is then the job of the engine. It, too,
is configured by the botifier, which binds the execution of actions to information
about the mapping between dialog concepts (items, intents and parameters)
and the associated presentation components in the webpage. At runtime, the
engine supports enacting actions associated to user intents, using the structured
information provided by the NLU (e.g., action: “search book”, params: [author
: “John Scalzi”]) and operating a headless browser.

While reading out the results of a search, the bot should be able to tell the
user what to do with a specific book in that context at run-time (e.g., share,
play a sample, go to details). In this respect, the state of the web page provides
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context to the interactions that can be allowed during the conversation and that
can help the users fulfill their intents. The engine should then be able to provide
(and update) the bot with the state of allowed actions that can be used for dialog
management.

While the botification process relies on developers providing the proper
annotations, the approach can be extended to allow for collaborative metadata
authoring efforts such as those seen in the web accessibility community [8,40,42].
In this case, volunteers would provide the domain model, possibly aided by tools
and browsers extensions, and store them in a shared repository that can be
consulted during botification.

4.5 Conversation Management

The actual bot is composed of the conversational interface, the NLU and NLG,
and the dialog manger. It manages the bidirectional communication with the
user. Natural language understanding is based on pre-trained models on two
levels of abstraction: domain-specific and general models.

Domain-specific models could be trained on the most common transactions
and queries in certain domains of applications and allow for highly expressive and
natural interactions. Training such models would require identifying common,
domain-specific intents and run data collection tasks (e.g., crowdsourced [7]) to
build a training dataset. This is of course a costly enterprise, and would require
efforts at the right level of abstraction, but we can see initiatives similar to
Schema.org defining ontologies of intents, and data collection efforts based on
volunteers, as a potential direction.

General models may offer a layer of abstraction on top of generic Web com-
ponents and actions on websites. For example, a general model could be trained
for browsing search results or lists of items, with intents such as read, filter, sort,
ask, supporting general requests like “sort [items] by [param]”. Training such
general models requires less effort, but would provide for less expressive queries.

Once a user intent is recognized and validated by the NLU, the dialog man-
ager forwards the request to the engine and stores the extracted request infor-
mation in the conversational context so that it becomes implicit in future inter-
actions during the session. The dialog manager also decides on when to take pro-
active actions. The output from enacting these actions is then passed through
the NLG, which has built-in models for responses in natural language.

The response is then processed to fit the format (and protocol) of the specific
bot platform where the session was initiated (e.g., Amazon Alexa, Telegram),
which will be in charge of managing the actual interactions with the user in their
native conversation modality (text or audio). This requires the integration with
existing platforms, with the necessary extensions to provide a proper experience
fitting the modality and design language of the target platform.
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5 Benefits and Challenges

Conversational web interactions that allow users to express their goals by talking
to a website have the potential to change the way we interact with the Web,
making it truly inclusive and ubiquitous. The benefits we identify are:

Improve the Browsing Experience for Visually Impaired Users. The proposed
model is a significant improvement over the linear navigation in screen reader
technology. Enabling users to express intents directly can reduce the impover-
ishment of linear transformation of visual information [19] and lower frustration.

Mobile Browsing. A consequence of allowing users to express their intents directly
in a goal-oriented spoken dialog is the potential to lower the cognitive load
associated with having to perform low-level interactions with websites, making
browsing safer and more effective in low-attention situations.

Opening Up the Web to a New Generation of Clients. The proposed model and
architecture could enable the now pervasive conversational agents and voice assis-
tants such as Amazon Alexa, Siri, Google Assistant and chatbots, to access
websites. This has the potential to improve the browsing experience in mutliple
scenarios.

Promoting Adoption of Accessibility Guidelines. We believe making Web acces-
sibility an ingredient of exciting new scenarios for web interactions can boost
the adoption of accessibility guidelines and specifications, thus benefiting web
accessibility in general.

Platform for Bot Development and Prototyping. We believe this approach is
amenable to companies who do not have the budget or capability to develop ad
hoc conversational agents to access their content and functionality. This is akin
to what happens in web design where the option of developing a mobile app
(probably the best approach for a mobile experience) coexists with responsive
web designs and other approaches to design or annotate a website so that it can
be consumed effectively by mobile users.

The key challenges we see to achieve these benefits are:

Reuse of the Existing Web Infrastructure. Building on the existing infrastructure,
such as reusing existing technical specifications and standards for accessibility,
should not break the experience for existing users of assistive technology and
general users. Understanding what parts to reuse and how is one of the key
aspects in materialising a conversational model.

Backward Compatibility, and Trade-Off Between Explicit and Inferred Domain
Models. We have discussed an approach that is model-driven as it is important
to have a reference model that will also allow developers to be in control of
the experience. However, adoption is always a challenge, and so algorithms and
heuristics could emerge, in the same way the accessibility community has been
coping with this problem over the years.
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Organizing Community Efforts. Another reason for following such an architec-
ture is that the way a page is “used” is eventually dictated by the community of
users, and we can envision communities of users as well as communities of devel-
opers creating “overlays” over a web site to make it “botifiable” and provide the
annotations - and training data to map utterances into intents, and possibly even
actions. Organizing and enabling such community efforts is another challenge.

Privacy and Security. Managing privacy and security in a context where users
express their intents directly is another challenge. We did not address this issue
in this paper but it is an area that will need further research.

Understanding how to deliver the experience, in what scenarios, and for what
classes of websites it is suited, are all open questions that need to be addressed.

6 Directions for Future Work

The idea of conversational web interaction proposed in this paper opens up a
need for further, fundamental research in key areas, including:

– Models, approaches and authoring tools to extend websites with conversa-
tional capabilities. This implies working with the underlying technical spec-
ifications of the Web (e.g., HTML, CSS, ARIA) to introduce the minimal
set of extensions to allow web developers, the community or machine-based
approaches to dote websites with conversational capabilities.

– Approaches for deriving conversational interfaces directly from websites. This
has to do with the exploration of approaches to turn websites into dialogues
with a user: from recognising user requests in natural language to enacting
the necessary web interactions in the target website and preparing responses
for the specific device and medium.

– Identifying effective design guidelines for conversational web interactions.
Building successful experiences would require identifying and validating
guidelines and best practices that go beyond general scenarios [3] to inform
the design of effective and high-quality conversational web experiences.

– Understanding the impact of conversational web interactions in the target
scenarios. This has to do with collecting evidence of the impact of the new
paradigm in the accessibility and user experience, and understanding in what
scenarios and in what form it can have the biggest impact.

We are currently exploring the technical feasibility through prototyping the
various components of the architecture. Preliminary results confirm the feasi-
bility of both general and domain-specific conversation models from suitably
annotated HTML markup with a special focus on HTML lists and forms. With
this basic infrastructure we plan to run the first exploratory user studies.

Acknowledgement. The study was supported by the Russian Science Foundation
(project n. 19-18-00282).
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Abstract. This paper presents an exploratory study of how conversa-
tional interfaces can be used to facilitate peer support among adults
with ADHD participating in an online self-help program. Peer support
is an important feature of group therapy, but it is often disregarded in
online programs. Using a research-through-design approach, a low fidelity
chatbot prototype named Terabot was designed and evaluated. The goal
of Terabot is to guide participants through peer support conversations
related to a specific exercise in an online self-help program. The pro-
totype was evaluated and refined through two Wizard of Oz (WoOz)
trials. Based on design workshops, analysis of chat logs, data from online
questionnaires and an evaluation interview, the findings indicate that the
concept of a chatbot guiding a peer support conversation between adults
with ADHD who participate in an online self-help program is a promis-
ing approach. We believe that a chatbot can help establishing structure,
predictability and encouragement in a peer support conversation. This
study contributes with experiences from an exploration of how to design
conversational interfaces for peer support in mental health care, how
conversational interfaces can facilitate peer support through structuring
conversation, and how the WoOz approach can be used to inform the
design of chatbots.

Keywords: Peer support · Chatbots · Conversational interfaces ·
HCI · Wizard of Oz · ADHD

1 Introduction

The emergence and recent widespread adoption of conversational interfaces
bring about new challenges for researchers and practitioners in human-computer
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interaction (HCI) [16,33]. When designing for conversational user interfaces or
chatbots, the conversations become the objects of design, creating new HCI
opportunities [16] compared for example to graphical user interfaces. Most of
the research on conversational interfaces is about facilitating interaction between
a single user and the chatbot, while our research is about how a chatbot can
facilitate conversation between a group of human users. Seering et al. argue that
chatbots have potential beyond dyadic communication (i.e. between a single user
and the chatbot), and that expansion into this design space could support richer
social interactions, and fulfil a role in maintaining, moderating, and growing
online communities [27].

The present study is a part of a larger ongoing study investigating an
online self-help program for adults with Attention Deficit/Hyperactivity Dis-
order (ADHD) inspired by Goal Management Training, Cognitive Behavioral
Therapy and Dialectic Behavioral Therapy. ADHD is a common neurodevelop-
mental disorder that often persists into adulthood [3]. The core symptoms of
ADHD are inattention, hyperactivity and impulsivity [3]. The main treatment
for adults with ADHD is pharmacological treatment, but the demand for psy-
chological treatment is increasing [28]. Additionally, there is a global call for
diverse treatment strategies for mental health problems, and in particular non-
pharmacological treatment alternatives (e.g. [8]). One of these alternatives is
online self-help programs [13].

Most of the evaluated psychological treatments for adults with ADHD are
conducted in face-to-face groups [26], where there is a conscious effort to create
a social environment that is beneficial to the participants. When transferring to
online treatment, new challenges for creating a supportive interpersonal context
arises and must be realigned. As a step towards reaching this goal, we explore
how a chatbot can be designed and work as a tool to facilitate peer support in
an online self-help program.

This paper presents a research-through-design [34] study of the design process
and evaluation of a chatbot prototype aiming at facilitating peer support in an
online self-help program for adults with ADHD. The prototype is designed in
co-operation with clinical psychologists and adults with ADHD. We consider
the main contribution in our paper to be tied to three themes; understanding
how to guide conversations in the context of online peer support; examining the
potential for a conversational interface to guide group chats; and reviewing the
benefits and limitations of using WoOz trials in the design of a peer support
conversational interface. The main research question is:

How can we design conversational interfaces to facilitate peer support in an
online self-help program?

1.1 Conversational Interfaces in Mental Health

Conversational interfaces are technologies that provide users with access to data
and services through natural language dialogue [16]. Over recent years, chat-
bots have been increasingly studied for their potential value to mental health
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endeavors [32]. Chatbots have for example been used to deliver mental health
screening questionnaires for alcohol misuse [12], ADHD in adults [18], PTSD [20]
and stress [7]. Chatbots have also been used to facilitate increased health infor-
mation access [5], and successfully deliver cognitive behavioral therapy [15]. In
a recent review of 41 chatbots for mental health, Abd-alrazaq et al. [1] describe
the main chatbot purposes as to provide therapy (17), training (12), screening
(10), self-management (7), counselling (5), education (4) and diagnosing (2).
Chatbots have been shown to increase task adherence in psychoeducation, when
the chatbot is trusted by the participant [31], and to increase user willingness to
engage in interaction and increase number of utterances in multi-party dialogues
[11]. Chatbots as parties to multi-party dialogues is under-explored in chatbot
research however, and would entail emulating human online behavior such as
multiparty interactions, turn-taking, role-taking, timing, and construction [27].
We are particularly interested in how a chatbot can delimit and structure con-
versations in online therapy groups, for example making sure everyone takes part
and feels included, that the dialogue is focused on certain topics, and that tasks
and exercises are completed.

1.2 Peer Support and Self-help Programs

Peer support concerns people in similar situations supporting each other by shar-
ing personal experiences, knowledge, and emotional support [22,29]. According
to Hurvitz “Individuals with the same problems serve as the most effective role
models for each other” [19, p. 47], meaning that peers have great potential to
influence each other. Peer support has been demonstrated to promote treatment
engagement, prevent treatment drop out, increase confidence, improve mental
health and well-being, as well as increasing one’s ability to deal with issues
related to stigma and discrimination [2,14]. Moreover, the incorporation of peers
has also been regarded as an effective and helpful element by adults with ADHD
participating in group-based treatments [26].

Online peer support is based on the same principles as traditional peer sup-
port, but a key difference is the use of Internet technology to communicate. Such
technologies can be forums, chat rooms, private groups on social media (e.g. Face-
book groups), and peer support websites [13]. In recent years, promising research
on peer support technology has emerged in relation to mental health and online
interventions. Research (e.g. [24,25]) indicates that online peer support can have
many of the same benefits as traditional peer support.

A major challenge with online self-help programs is lack of sustained adher-
ence [10]. Baumeister et al. [4] stresses that guidance is a beneficial feature
and should be included in online interventions if possible. Several authors (e.g.
[4,23,31]) have found that the presence of accountable and trusted moderators
enhances participant motivation and adherence in online therapy environments.
Ly et al. [21] argument that chatbots can have the potential to increase adher-
ence and engagement in online self-help programs. They hypothesize that this
is due to the chatbot’s capability of mimicking human interactional qualities
similar to those found in-person interventions.
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2 Methods

This study was carried out as research-through-design (RtD) [34], a methodology
that ties interaction design to the research field of HCI. In RtD artefact design
and knowledge construction are equal parts of the research process, and the
design outcomes should, ideally, transform the world from its current state and
to a preferred state. The relevance of the artefact is one of the quality measures
of a study. As such, we have explored whether and how the important function
of peer support in online self-help programs can be provided in the form of a
chatbot.

WoOz is a low-fidelity prototyping method that can be used to test require-
ments and evaluate concepts, and is often considered effective in the early stages
of a project. In WoOz trials a human operator (the wizard) simulates a fully
functioning software to the participants, while it in reality still is an early pro-
totype. WoOz experiments can be an efficient way of testing the potential of a
new chatbot, by easily testing user preferences, scripts, personality attributes,
response times, and other important features [9,33]. As WoOz trials normally
do not facilitate designers to experiment with the technology’s capabilities and
limitations, Yang et al. [33] proposed an alternative WoOz trial. Their version
emphasizes the importance of facilitating for likely errors, as these may have
user experience consequences to consider: For example, users may become frus-
trated at the chatbot asking a question they already answered, and this should
be considered by the designers.

We used WoOz as a proof of concept, to develop requirements, to evaluate
the scripts for the chatbot, and to explore using WoOz as a method for designing
a scripted chatbot. We conducted two WoOz trials, where the first followed the
standard WoOz layout and the second followed the alternative WoOz approach.
In the first trial the wizard was allowed to do some improvising if needed, while
in the second trial the wizard strictly followed the requirements, scripts and a
prompts document. The layout of the two trials was identical: Users partici-
pated in two group chats guided by the wizard who took the role as Terabot.
The first chat was an introduction to an exercise from the self-help program,
and the second chat focused on the execution and experience with the exercise.
Participants were expected to practice the exercise by themselves between the
two chat sessions.

The two trials had a total of 13 participants. Trial 1 had nine participants,
recruited by convenience sampling through the researchers’ personal networks.
For Trial 2 we used purposive sampling and recruited four adults diagnosed with
ADHD. They were contacted through a lived experience representatives group
for ADHD that was already set up for the existing project.

The participants in Trial 1 were not required to be diagnosed with ADHD,
as the main goal of Trial 1 was to practically test whether the chatbot scripts
and trial organisation were ready to be used with adults with ADHD. Trial 2
had a lower number of participants due to the increased challenge in recruiting
participants with an ADHD diagnose. The age range in Trial 1 was 23 to 65,
with three male and six female participants. The age range in Trial 2 was 33
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to 66, three female and one male participant. Two of the participants in Trial
2 dropped out after the first half of the trial. The participants who completed
Trial 2 took part in an evaluation interview session after the trial.

The participants completed a questionnaire after each chat session. The ques-
tionnaires were developed by the researchers and contained questions regarding
experienced connectedness, communication, chatbot traits and the exercise. The
first questionnaire had 12 questions, and the second included 11 questions. Most
response options were Likert-type scale from 1 (very negative) to 7 (very pos-
itive), and some were free text. The questionnaires were used to augment the
overall data material, and to ensure feedback on our topics of interest from all
the participants.

The total body of data consisted of chat observation notes, chat logs, ques-
tionnaire responses, and an evaluation interview transcription. Themes were con-
structed by a close reading of the data in accordance with Braun and Clarke’s [6]
description of thematic analysis. This study collected personal identifiable infor-
mation, reviewed and approved by NSD - Norwegian Data Protection Services.

3 Terabot

Terabot (Fig. 1) is a low-fidelity chatbot designed to facilitate peer support in
an online self-help program for adults with ADHD. It is named Terabot (a port-
manteau of “terapi” (eng: therapy) and “chatbot”) to highlight that it is in
fact a chatbot and not a person, and has a profile picture of a chatbot to further
emphasize this. Terabot was designed according to guidelines from participatory
design, building on contributions from clinical psychologists and adults with
ADHD.

Based on Følstad, Skjuve and Brandtzaeg’s [17] chatbot typology, chatbots
with coaching-related roles often have a chatbot-driven conversation style and
long term relations. This means that the conversation is led by the chatbot and
that the chatbot and user(s) are expected to have several interactions over time.
As Terabot has a coaching-related role it was decided that it should follow pre-
defined scripts and lead the participants through the conversation. Hence, an
important part of the design process was to develop these scripts. The scripts
were co-designed by computer scientists and four clinical psychologists with expe-
rience from both group therapy for adult ADHD and Internet-based treatment.
Examples of how therapeutic insights and knowledge was built into the design
include the topics for the conversations, phrasing of questions, and portioning
of the content.

Some design strategies that should be considered when designing for indi-
viduals with ADHD include minimizing distractions and surprises, making a
predictable pattern, produce suitable information about their behavior (rewards
or redirection), and be clear with instructions and language [30]. These design
strategies were originally developed for children with ADHD, but we anticipated
that they could apply to adults as well because of their similar symptoms. These
strategies were incorporated to the design, for example by including the use of
praise and redirection in the scripts.
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Terabot was tasked with one specific exercise from the online self-help pro-
gram. Based on clinical input it was decided to organise the exercise over two
chat sessions. To ensure participation from the whole group, Terabot prompts
inactive users to interact after 10 s. If users are in the process of responding,
Terabot recognizes this and waits. If Terabot prompts and still does not get an
answer it waits for 10 more seconds before continuing in its script. The 10 s time
limit was chosen as a basis to explore realistic time constraints.

Fig. 1. Terabot, English translation to the right.

4 Findings

Here we present the main findings from the two trials and the following evalua-
tion interview. Figure 1 visualizes the chat environment from the wizards view.

1st Trial. The first WoOz trial was conducted as a proof of concept for using a
chatbot to guide peer support conversations, to evaluate the scripts and require-
ments, and to explore the benefits and limitations of the WoOz method in this
scenario. Three groups of three participants took part. Emergent analytic themes
include group dynamics and conversation, and benefits and limitations with the
use of the WoOz method.

Group Dynamics and Conversation: Based on the analysis of the chat logs the
three groups seemed to have slightly different group dynamics. In Group 1 there
was a good conversational flow, and the participants responded reciprocally. We
interpreted the tone as positive, for example by how participants’ used enchant-
ing emojis, and referred to each other by username:

Terabot: “Did you experience anything positive with this exercise?”

Participant 1: “I managed to collect my thoughts during a stressful situations,
which usually is very difficult for me!”
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Participant 3: “I agree with Participant 1”
In Group 2 the conversation appeared more direct, without unnecessary dis-

cussion. The answers were often phrased shorter than in Group 1, but neverthe-
less seemed to answer the questions to the same extent. Participants in Group 2
also referred to each other on several occasions, especially if they agreed with a
participant’s statement. Neither of the participants in Group 3 referred to each
other during the two chat sessions, and the conversation was characterized by
short answers and limited use of emojis.

Improvising Dialogue: There were several occasions where the script did not
match the participants’ answers. In Group 3 the participants answered vaguely
when asked to introduce themselves and only stated their profession, e.g. “I’m
a student”. The next question in the script was “Did you have anything in
common with the other participants?”. The vague answers resulted in the wizard
improvising a follow-up question regarding their hobbies. Participants sometimes
wrote several answers to acknowledge another participant’s answer, resulting in
the wizard giving them some extra time before moving on to the next question.
In some occasions a participant did not answer the question at all. The wizard
waited for 10 s before specifically prompting that participant. The example below
illustrates this scenario:

Terabot: “How do you understand the purpose of the exercise?”

Participant 9: Answers

Participant 8: Answers

No Activity from Participant 7

Terabot: “What do you think, @Participant7?”

Participant 7: Answers

Scheduling. The chat sessions were held at scheduled times, and all participants
were explained the importance of being ready on time as the chatbot would not
begin before everyone were logged in. Only one group was ready in time for
both chats. The two other groups started between 1 to 4 min after they were
scheduled. It was usually one participant that was missing. This needs to be
considered in future design, as it can cause problems if not handled correctly.

Questionnaire Feedback. Overall the participants expressed a positive experience
with both chats. When asked to describe the experience of the group conversa-
tion in free text all answers to this question were positive: Replies to the first chat
included the conversation being nice, the participant having a good experience,
the conversation being surprisingly helpful, easy to understand, and positive
feelings towards the concept. In the second chat statements expressed the expe-
rience as educational, informative, exciting, nice, positive and affirmative, and
generally a good experience.

As we can see in Table 1 the experience of connectedness between the par-
ticipants got the lowest score, but this score increased between chat 1 and chat
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Table 1. Mean questionnaire results Trial 1 and 2

Statement Scores Trial 1 (N=18)Trial 2 (N=6)Mean (N=24)

To what extent did you experience

contact with the other participants in

the chat?

1 = very little, 7 =

very large

5, 34 6 5, 67

To what degree did you find it useful to

discuss ‘The Stop Exercise’ with people

in the same situation?

1 = very useless, 7

= very useful

6 5, 25 5, 63

What was your impression of Terabot

(the chatbot)?

1 = very negative, 7

= very positive

6, 5 4, 75 5, 63

How disturbing did you experience

Terabot, the chatbot, in the

conversation?

1 = very disturbing,

7 = not disturbing

at all

5, 78 4, 88 5, 33

How useful did you find Terabot, the

chatbot, for the conversation?

1 = very useless, 7

= very useful

6, 62 5, 42 6, 02

How did you experience the distribution

between who spoke/chatted?

1 = very little, 7 =

very large

6, 56 6, 13 6, 35

To what degree did you experience to

say what you wanted to?

1 = very little, 7 =

very large

6, 28 6 6, 14

2 (4,78 to 5,89). The participants found it very useful to discuss the exercise
with peers, and had a good impression of Terabot. As a mediator of the con-
versation Terabot worked well: The participants did not find it disturbing, and
additionally found that speech distribution was high, and they got to say what
they wanted.

Benefits and Limitations of the WoOz Method. Based on the first WoOz trial
the concept of a chatbot guiding a group conversation seemed feasible and
worth exploring closer. The scripts, chatbot personality traits and requirements
appeared well designed, but with potential for some improvements. As Yang
et al. [33] stated, the standard WoOz method does not explore the technology’s
capabilities and limitations. Low-fidelity prototyping methods, such as the stan-
dard WoOz method, may provide little opportunities for error checking, and
thereby important design decisions can be overlooked.

Trial and Chatbot Adjustments. Before the second WoOz trial some adjustments
were made to avoid unexpected utterances from the participants. Some questions
(e.g. “Have you practiced the exercise since the last chat?”) had three different
outcomes (all, some or no participants have practiced); hence, three different
chatbot replies were developed. A script with prompts the wizard could use in
different “unexpected” scenarios was developed. The wizard was to follow the
10-second time limit more strictly: if participants were inactive (not writing)
for 10 s, the chatbot would prompt that/those participant(s) to answer. If the
participant(s) went from active to inactive, the wizard would wait for 10 new
seconds. When all participants had answered the question or participants did
not respond 10 s after being prompted, the chatbot would move on to the next
question/answer.
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2nd Trial. The purpose of trial 2 was to examine if adults diagnosed with
ADHD would elicit similar user behavior and experience as the participants in
the first Wizard of Oz trial.

The trial was planned as two chat groups of three participants each, but two
participants did not show up to the first chat session, ending in two groups of
two participants. The participants in Group 1 completed both chat sessions and
participated in the evaluation interview. The participants in Group 2 dropped
out halfway in the trial. The reasons why participants had not attended included
sickness, oversleeping and getting distracted.

Group Dynamics and Conversation. In the analysis of the chat logs, the
researchers interpreted the participants in Group 1 to have a good dynamic;
they often referred to each other by name, answered complementary and gave
feedback unsolicited. The conversation between participants in Group 2 was
interpreted as more strained. One of the participants seemed to be doing other
things simultaneously, as she often logged in and out of the chat, causing pauses
in the conversation.

Use of Prompts. Adhering strictly to the scripts revealed some challenging sit-
uations. The wizard had to use several prompts with Group 2. One recurring
problem was the participant who logged in and out and caused pauses in the
conversation. This lead Terabot to end the conversation prematurely, resulting
in the participants continuing the conversation after Terabot said ‘Goodbye’

Assessing the Alternative WoOz Method. The second WoOz trial tried to regulate
some limitations of low-fidelity prototyping by having strict rules the wizard had
to follow. The intent was to create a more realistic chatbot experience for the
participants, as the wizard could not improvise when the script was inadequate.
These rules generated some chatbot errors, which can be beneficial for the design
process as one can learn from errors and improve the design.

Questionnaire Feedback. The participants described the first chat as a positive
experience similar to the responses from Trial 1. As seen in Table 1 the scores
are also similar to Trial 1, although some items score somewhat lower.

Evaluation Interview. Overall, the participants in the evaluation interview
appeared satisfied and impressed by the concept and of Terabot. One partic-
ipant stated that Terabot’s questions, as well as peer support was helpful:

“The questions that were raised were very relevant. Thinking in advance
“when am I supposed to practice it [the exercise]?” was very relevant. I also
thought it was nice to have peer support. I often experience that people without
ADHD can sometimes make me feel like they are there to educate. I can often
experience that other people are “proper” and that they want to educate us.
That’s a bit condescending, and you feel like you have to compensate in a way
for how you behave”.

Further, both participants agreed that the chat sessions lead to a feeling of
positive pressure towards practicing the exercise and participating in the chat
sessions. They further noted that they appreciated it when Terabot praised them.
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One stated: “Sometimes it [the chatbot] gave some praise, such as “Nice that
everyone has dealt with it”, or something similar. [...] Yes, that [the praise] felt
nice”.

One challenge the participants noted was that sometimes they wanted to
discuss the topic more, but the chatbot changed the subject. They understood
that the chatbot had limitations, but considered it valuable to make a solution
to this problem in a later version. Overall, both participants were positive to
the concept of Terabot. One participant stressed this: “I think it is very positive
that someone has tried to do this [develop peer support technology for the online
self-help program for adults with ADHD]. I think you have succeeded in finding
a good format [chatbot] for it. It can easily happen that someone talks too much,
or interrupts, or yes... I was very impressed by how well it functioned and the
benefits of it. [...] Sometimes it feels like it is developed technology concerning
what it [technology] can do, not what is needed or what is effective. This [the
peer support chatbot] felt like it was developed based on “How can we best
facilitate for a good situation for those who will have this conversation?””.

5 Discussion

This RtD study has involved a design exploration of using a chatbot to facilitate
peer support in an online self-help program for adults with ADHD. Based on
previous research emphasising the benefits of peer support in treatment [26], we
have explored the potential of using a chatbot as a mediator of conversation
and interaction in an online self-help for adults with ADHD. The exploration
has involved the design and evaluation of a chatbot. Here, we discuss the main
findings tied to the design process, how chatbots can mediate social interaction,
and the WoOz method.

The Design Process: When designing a chatbot prototype in relation to a self-
help program it is beneficial to have input from future users. The idea and con-
cept of Terabot was developed in workshops consisting of computer scientists,
clinical psychologists and adults with ADHD. As Terabot had a chatbot-driven
conversation style, the development of scripts was an important part of the
design. Clinical psychologists and computer scientist co-designed these scripts
based on clinical insight and knowledge from group therapy and Internet inter-
ventions. Requirements concerning the chatbot’s behavior were also defined and
evaluated.

In the evaluation interview the participants agreed that the chat sessions lead
to a feeling of positive pressure. This finding is in line with previous research [4,
21,23], claiming that peer support has a positive effect on treatment engagement.
Participants further expressed the liking of the chatbot praising them, which can
be seen as an example of the value of including praise and redirection in scripts
design for individuals with ADHD, as suggested by Sonne [30].

We identified design challenges that occurred in relation to using a chatbot in
such group conversation: There were issues related to scheduling and participants
being late. Measures to ensure that all participants remember the session, or
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the chat to continues without everyone present, could be taken. This is also
related to participants not showing up at all due to different circumstances:
it is important to consider whether it is necessary to have quasi-synchronous
chats where participants are present simultaneously. It would be possible to
organize the chats asynchronously, but there are suspected drawbacks to this:
We assume that simultaneous presence supports the experienced connectedness
better, and supports an open conversation style. Another challenge is to decide
if and when participants should get more time to discuss. In the evaluation
interview the participants stated that they sometimes had more to say when the
chatbot changed the topic. Some possible solutions were mentioned, for example
for the chatbot to ask the participants if they wanted some more time to discuss.
These challenges should be explored in future research.

Chatbots for Social Mediation: Our findings from the questionnaires and the eval-
uation interview indicate that the structure of the scripts and the chat format
were well received by the participants. The participants reported that Terabot
was useful and guided the conversations, ensured that everybody participated
equally, and helped establish social connectedness within the group. This indi-
cates that there is a potential for chatbots in group conversations, supporting
the claim of Seering et al. that chatbots have potential beyond dyadic communi-
cation [27]. In future research it could be useful to develop and evaluate a fully
functioning chatbot to explore the potential more thoroughly.

The WoOz Method: Based on our experience, the standard and the alternative
WoOz method are useful ways of evaluating the concept, the scripts, chatbot
traits, and requirements. Both WoOz methods seem especially suitable when
designing chatbots with chatbot-driven conversation style as they often depend
on scripts. Scripts can easily be evaluated using WoOz, and designers can get
an idea of typical answers and user behavior.

We experienced that the standard WoOz lays a good foundation for further
design. The alternative WoOz was perceived as a more thorough way of evalu-
ating the concept, scripts and requirements but there are some challenges: Even
with the facilitation for likely errors, we believe that there is a great possibil-
ity that several potential errors are not discovered and can only be found by
the development of a functioning chatbot. Regardless of this, we believe that
the combination of the standard and the alternative WoOz approach can be
beneficial in the early stages of chatbot design, as one gains knowledge about
the concept and user behavior, and one gets to explore some errors that might
appear and plan how to handle these.

6 Conclusion

In this paper we have addressed how a chatbot can facilitate peer support in an
online self-help program for adults with ADHD, and argue for the promise of
the approach. A chatbot can facilitate these conversations by creating an envi-
ronment where participants discuss topics related to the program. Furthermore,
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the chatbot may help establishing structure, predictability and encouragement
in the online self-help environment, which have been evaluated as important
strategies when designing for individuals diagnosed with ADHD [30]. Terabot
was well received by participants both with and without ADHD, which may
indicate that it has potential beyond online self-help programs for adults with
ADHD. Both groups found the chatbot useful in mediating conversation, result-
ing in a chat environment with a good distribution of speech and participation.
However, given that Terabot is a low-fidelity prototype and the low number of
participants, especially diagnosed with ADHD, we encourage further research in
this field.
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Abstract. Chatbots have become an increasingly popular choice for organi-
sations in delivering services to users. Chatbots are beginning to become pop-
ular in mental health applications and are being seen as an accessible strategy in
delivering mental health support alongside clinical/therapy treatment. The aim
of this exploratory study was to investigate initial perceptions of the use and
acceptance/adoption of text based chatbots by bibliotherapy facilitators and to
also investigate perceptions of bibliotherapy facilitators using a bibliotherapy
support chatbot through usability testing. Interviews were conducted to explore
the relationship of bibliotherapy facilitators with chatbots, facilitators were then
asked to complete a usability study using an early prototype chatbot. Post
interviews were also conducted after usability study to discuss further
improvements and requirements. Analysis of the interview transcripts reveal that
bibliotherapy facilitators were keen on using chatbots to guide them in preparing
for their bibliotherapy session for preparation and delivery. Facilitators stated
that the reliability of the chatbot was a concern in relation to chatbot content and
it is important to ensure that meaningful and quick conversational exchanges are
designed. Analysis of the interview transcripts also stressed the importance of
encoding a personality into the chatbot along with appropriate content to
effectively guide facilitators. Facilitators stressed that appropriate onboarding
and affordance measures should be integrated into the system to ensure that
users are able to correctly interact chatbot and to understand the purpose of the
chatbot as well as using personalisation for meaningful conversational
exchanges.
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1 Introduction

Chatbots or conversational agents (for the sake of brevity, the term chatbots will be
used throughout the remainder of this paper) have become increasingly pervasive
across many domains. The democratisation of chatbot technologies has enabled
organisations and individuals to adopt a chatbot approach to supporting individuals and
groups, and also to automate tasks. Platforms such as Dialogflow1, Luis2, and, IBM3

Watson have also led to an increase in the development of chatbots, particularly among
social media websites [1]. Advances in artificial intelligence (AI), particularly deep
learning approaches, have enabled developers to create conversational agents that
provide services across different platforms. Chatbots are also used in a wide range of
areas, from education [3] to supporting a range of health conditions, from mental
health, monitoring nutritional intake and physical activity. [2, 12, 19]. In recent years,
they have also opened a range of possibilities in terms of supporting the treatment and
prevention of mental health disorders. Much of the work undertaken in these areas has
combined cognitive behaviour change approaches with chatbots to support individuals
with mental health conditions [4, 5]. An area where one would expect chatbots to be a
valuable tool is in the delivery of guided bibliotherapy, however to date, this appli-
cation has received little research attention.

Bibliotherapy is described as a talking-therapy that uses short stories to support
individuals dealing with mental health issues. During a bibliotherapy session, partici-
pants are asked questions related to their emotions or events that may have happened to
them. Bibliotherapy utilises Cognitive Behavioural Therapy (CBT) concepts of iden-
tifying emotions, thoughts and behaviours of people, and assists in the emotional and
cognitive literacy of the user as well as developing a solution-focused approach to
recovery [6]; all of which is explained within the narrative of the story being told. The
key benefit and impact of this enables the user to understand their mental health,
identify connections and similarities, it also offers hope and resilience, and demon-
strates that there are solutions to adversities and problems related to mental health and
wellbeing [7]. The essence of bibliotherapy raises awareness and can effectively coach
a user on how to cope by telling the story of how others coped and overcame diffi-
culties [7]. There is significant evidence to show the effectiveness of this approach [8,
9, 28] and also for CBT [10]. Research shows the positive effects of using bibliotherapy
to help treat obsessive-compulsive disorder (OCD) [10], depression, and emotional
disorders [8, 9, 28]. Research shows that the availability of bibliotherapy based
treatments could be beneficial for the patient as well as cost-effective for the health
service and is currently promoted by the National Health Service (NHS) [11]. This
study aims to address this gap in the literature by exploring how chatbots could be used
to augment and support the bibliotherapy sessions to support mental health conditions.

1 Dialogflow, Available: https://dialogflow.cloud.google.com/.
2 Luis, Available: https://www.luis.ai/.
3 IBM Watson, Available: https://www.ibm.com/watson/how-to-build-a-chatbot.
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2 Background and Related Work

Chatbots have come a long way from when Eliza (1966) was first unveiled. The days of
matching user input to scripted responses has been superseded by the use of sophis-
ticated natural language processing (NLP) algorithms and machine learning approa-
ches. These advances in computing capabilities have enabled the development and
growth of chatbots to increase exponentially, and this is evident in how chatbots have
been integrated into different domain areas [3, 13, 14]. The democratisation of chatbot
development platforms have enabled organisations to allow chatbots to act as a conduit
for customer support. Chatbot technology has progressed at unprecedented rates as well
as the capabilities of chatbots and this is evident in the variety of the chatbot devel-
opment platforms that are available (Dialogflow, Luis, etc.). It is easier for developers
to utilise chatbot technology to help achieve goals, however, an important issue that
also needs attention is the personality characteristics of the chatbot. Shaping a chatbot’s
personality in pre-empting user’s responses in different scenarios is a process that needs
acute clarification from conversational designers and developers, this process is integral
to the success of the chatbot and requires continuous input from the end-user [22].

Many chatbots have been developed to support mental health conditions and there
is potential to use chatbots to support individuals while waiting for therapy sessions or
during their sessions. Even with access to mental health support, many individuals may
not use these services due to stigma, and in response to this researchers and developers
have used chatbots to support individuals and also provide anonymity. Many of these
chatbot applications provide routine “check-ins” and alerts. The more interactions with
the chatbot the individual has the more personal the chatbots messages become. One of
the most well-known mental health chatbots is Woebot4. Woebot is described as a
“coaching” chatbot that is underpinned by CBT approaches to support individuals that
suffer from depression and/or anxiety. Research published in [15] evaluated the fea-
sibility of using Woebot to deliver CBT to young adults. The results of this study
suggest that users who used Woebot, experienced a reduction in symptoms of
depression and the authors suggest that chatbots may offer a viable way to support
individuals experiencing anxiety or depression. Another popular mental health chatbot
is Wysa, which is popular with over 100,000 downloads from Google Play Store.
Wysa5 is similar to Woebot as it claims to help users monitor emotions through the use
of CBT techniques. Wysa is also described by its developers as a “coach” where the
chatbot coaches the individual to reach their mental health goals. Research in [27] users
installed Wysa application and engaged in text based messaging with the application
over a period of time. Outcome measures were based on Patient Health Questionnaire-9
to measure any improvement in mood. Results from this study highlight a mood
improvement increase with users who used the application more frequently. However,
more research needs to be completed in assessing the efficacy of such applications over
a longer period of time and with a larger group of participants.

4 Woebot, Available: https://woebot.io/.
5 Wysa, Available: https://www.wysa.io.
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In terms of interacting with chatbots, recent research have presented new frame-
works in exploring how chatbot characteristics influence how we interact with chatbots.
In [23], Chaves and Gerosa present an analysis of chatbot literature by highlighting
characteristics that influence how users perceive chatbots. The authors highlight three
areas that could be used to assess chatbot abilities and characteristics; (1) conversa-
tional intelligence, (2) personification, and (3) social intelligence. Conversational
intelligence refers to the chatbot’s ability to manage user interactions, personification
refers to the chatbots identify and personality, and social intelligence relates to pre-
empting user needs and responses through social protocols. Through this analysis,
authors in [23] developed a theoretical framework that describes how each chatbot
characteristic influence one another. This framework is an important contribution due
to the novel approach to helping shape user’s perception of chatbots. Piccolo et al. in
[22] highlight the need for human centered design approaches and ensuring end user
interaction needs are present when developing chatbot functionality. Piccolo et al. also
highlight the market led influence of applying chatbot technology without truly con-
sidering the needs of the end-user and reinforce the potential of using chatbot tech-
nologies for social good e.g. mental health support, crisis support, and learning. Key
messages from Piccolo et al. [22] indicate that chatbot development needs to be steered
towards human centered design and the authors emphasise areas for future research;
(1) interactive style, (2) appropriate task type, and (3) trustworthiness. Interactive style
is concerned with how users are expected to interact with the chatbot, e.g. voice, text,
or button inputs. Appropriate tasks are concerned with what type of tasks users expect
the chatbot to support. It is important for designers, developers, and end-users to
determine useful and appropriate tasks for the chatbot to complete. Trustworthiness is
another factor highlighted in [22] and is associated with how users trust the chatbot to
support them in a useful way, if the chatbot is designed to replace a system then
guidance must be communicated to the end users in regards to the limitations, capa-
bilities, and technology platform. One approach assesses the trustworthiness of the
chatbot could be through using ecological momentary assessment (EMA) [21] to
measure how often users interact with the chatbot, what input terms are used, and how
often they use the chatbot to retrieve information in comparison to more traditional
approaches. Moreover, the chatbot could ask the user for their opinions when using the
chatbot over a period of time to gain further insight into usage. The work presented in
[22, 23] emphasises the importance of using a multidisciplinary team that work’s
closely with the intended end-users in order to avoid user frustrations.

The work presented in this paper is influenced by [22] in how we structure our
findings to deduce meaningful recommendations towards developing chatbots to
support bibliotherapy preparation and delivery. The remainder of this work is organised
as follows; in Sect. 3, research aim and research questions are presented. In Sect. 4 we
discuss the chatbot prototype. Section 5 we discuss the methods and approaches used
in study. In Sect. 6 we present the results and findings of the thematic analysis based on
the interviews, Sect. 7 we present recommendations based on our findings and finally
in Sect. 8 we present our conclusion and future work.
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3 Aim and Research Questions

This study aims to explore how chatbots can be used to support bibliotherapy facili-
tators. Requirements were elicited from bibliotherapy practitioners using semi-
structured interviews and the facilitators completed a usability test using a web
application that contains a prototype chatbot. To structure the responses from the semi-
structured interviews (pre and post), a thematic analysis was conducted to summarise
the key themes highlighted by the user. The following research questions were for-
mulated based on current literature, specifically question 2, 3, and 4 were adapted from
future research directions highlighted in [22].

(1) What are the concerns and opportunities of facilitators in using chatbots to prepare
for bibliotherapy sessions?

(2) What kinds of tasks will be appropriate for chatbots to support bibliotherapy?
(3) How can chatbots be designed to be reliable in supporting bibliotherapy

facilitators?
(4) What will be an appropriate style of interaction with chatbots to support

bibliotherapy?

4 Chatbot Prototype

This study evaluated the use of a web application that contains a text based/button
menu led chatbot called ‘Bibliobot’. Biblibot was developed to support bibliotherapy
facilitators by informing them of different aspects of their bibliotherapy sessions, e.g.
story information, psychological themes in the stories, the purpose of the story, and
how to instil conversation among bibliotherapy group participants by providing story
questions. The remainder of Sect. 4 discusses the interaction design and the tools used
to develop the chatbot.

4.1 Chatbot Interaction Design

Chatbot happy paths were developed in collaboration with staff at Verbal Arts. Bib-
liotherapy facilitators highlighted functional requirements to incorporate into chatbot as
well as the types of information. Botsociety6 (chatbot conversation prototype platform)
was used to design the conversation. To interact with the chatbot, facilitators use a
combination of text input and quick reply menu buttons. When the user logs into the
application, they are greeted by Bibliobot chatbot which presents a list of menu but-
tons. By instantly presenting a list of buttons, this informs the user of the scope of the
chatbot in regards to capabilities and allows the user to quickly begin interacting with
the chatbot. Users are also able to use a text input area to delve deeper into areas
through asking questions. Figure 1 is an image of chatbot windows with quick reply
menu buttons and a text input area.

6 Botsociety, Available: https://botsociety.io/.
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4.2 Chatbot Functionality

The chatbot was developed on a responsive web framework to allow it to be accessed
across different devices. To access the chatbot, the user firsts logs into the web plat-
form, they are then able to see their dashboard screen, which contains general infor-
mation about their upcoming bibliotherapy session (e.g. story name, story blurb). The
chatbot icon is positioned at the top of each web page, and the chatbot interface can be
triggered by tapping on the chatbot icon.

Dialogflow is Google’s NLP platform was used to develop the chatbot function-
ality. Dialogflow allows developers to build chatbots across different applications e.g.
WhatsApp, Facebook, web, and Telegram. Developers can build conversations using
intents and which are connected together using contexts. In this work, Dialogflow was
used to develop Bibliobot and Dialogflow fulfillment was used to customise interac-
tions allowing for more richer conversations, e.g. personalise interactions using user
information. Dialogflow is able to accept text inputted by the user and parse the text to
match it to predefined intents. To ensure that correct intents are triggered by user input,
it is important that intents have sufficient training phrases to allow for meaningful
conversational exchanges, for example for ‘author’ intent it was important to include
training phrases such as “Who is the author”, “What is the author’s name?”, and
“author” to find out who the author is. Figure 2 is the technology stack used to develop
Biblibot. APIs were developed using node.js to communicate with the backend data-
base (MongoDB and Dialogflow) to output messages to the user.

Fig. 1. Prototype of chatbot ‘Bibliobot’. Once logged in, users can select the chatbot icon (top
right corner) and are then presented with a chatbot window, users are able to interact with chatbot
using quick reply menu buttons and text input area.

132 P. McAllister et al.



5 Methodology

5.1 Participants

Convenience sampling was used to recruit participants for the study. Participants were
recruited from staff based at the Verbal Arts Centre, Derry/Londonderry. Participants
were aged 18 years and over and own a smartphone device with access to the Internet. It
was also stipulated that participants must be bibliotherapy facilitators and currently
deliver group bibliotherapy sessions at the Verbal Arts Centre. Five participants were
recruited and provided with an information sheet explaining the purpose of the study and
were informed as to how their data would be used and stored. The remainder of the
section discusses key components of the study as well as the evaluation approaches used.

5.2 Prototype Usability Testing

Remote usability testing was used to assess the chatbot functionality. Participants were
given a list of tasks to complete (Table 1). Participants were asked to indicate on the
usability test whether they were able to complete each task. These tasks were com-
pleted using the participant’s smartphone device. Screen recording software was also
be used to record user interaction with the web app for analysis and to inform future
development. Participants were provided with a participant information sheet and asked
to sign a consent form.

Fig. 2. Technology stack used in development of chatbot; MongoDB, Express, React, Node.js
(MERN) + Dialogflow.

Table 1. Remote usability tasks used in study.

Example usability tasks using chatbot

(1) Find a list of story themes about this week’s story
(2) Find explanations about each theme using chatbot

(3) Find out why this week’s story was selected
(4) Find the definitions of the following terms

• Resilience
• Self-concept
• Bibliotherapy

(5) Access the main menu in the chatbot using text input
(6) Access the chatbot and find out why discussion questions were selected for each story section
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5.3 Semi-structured Interviews

Semi-structured interviews were used to gather opinions regarding the use of chatbots
and were conducted before and after participants used the chatbot. These interviews
consisted of open-ended questions with the objective of understanding the opinions of
the facilitators about incorporating chatbot technology into their role. Each participant
was asked questions relating to their experience in using chatbots prior to this usability
study and in what capacity as well as a range of other questions. Facilitators were asked
questions about their relationship with technology and how comfortable they are in
using chatbots to support their bibliotherapy sessions. Each interview was audio
recorded and transcribed for analysis. A post interview was conducted after the
facilitators had used the chatbot to determine opinions, ease of use, user experience,
and also to highlight any additional features. The questions asked in both the pre and
post interviews were open ended in nature to promote discussion relating to broader
chatbot design and functionality issues. Table 2 lists example questions that partici-
pants were asked in pre and post semi-structured interviews.

5.4 Pre and Post Interview Thematic Analysis

Thematic analysis (TA) was used to analyse the interview transcripts in order to help
answer the research questions listed in Sect. 3. TA is particularly beneficial when
working with larger datasets (such as a transcription text), as you are able to target
statements and group them together to uncover themes and create a coherent narrative
to that can then be used to refine requirements.

Table 2. Example interview questions used in each semi-structured interview.

Example pre interview questions Example post interview questions

(1) Have you used chatbot technology
before?

How did you find using the chatbot to
help prepare for bibliotherapy session?

(2) What is your opinion on using chatbots? Did you prefer using buttons or text input
when interacting with chatbot?

(3) Did you find it useful using this chatbot? Could you list any advantages or
disadvantages in using the chatbot to
retrieve information?

(4) How do you feel about using chatbots to
support your role as a bibliotherapy
facilitator?

Are there any features you’d like to have
in the chatbot?

(5) What areas do you think chatbots would
be beneficial for your job role as a
bibliotherapy facilitator?

What features did you like the least?

(6) What do you think about chatbots as a
way to help you prepare for your
bibliotherapy sessions?

Would you use the chatbot in the future?

134 P. McAllister et al.



6 Findings

6.1 Pre and Post Interview Thematic Analysis

Interview responses were organised into high level topics using research questions (2),
(3), and (4) (stated in Sect. 3 of this paper) as headings [22].

What Kinds of Tasks will be Appropriate for Chatbots to Support
Bibliotherapy?
Results from the pre-interview analysis highlight a number of issues that should be
taken into consideration when developing a conversational agent to support biblio-
therapy delivery. Facilitators reacted warmly to incorporating chatbot technology into
their bibliotherapy preparation and delivery, however some expressed concern in the
chatbot capabilities e.g. if the chatbot did not understand their request and facilitators
highlighted that any nuance would be “missed” as they are not conversing with a “real
human being”. The prototype chatbot was designed to “accompany” bibliotherapy
facilitators through the web application and to be aware of where they were in the
application. It was noted during pre-interviews by facilitators that this chatbot persona
could assume the role as a trainer or support agent and used to boost confidence of
users as facilitators stated “…give them (bibliotherapy facilitators) confidence to know
they are doing it right… reassuring that they are doing the right thing…”. Currently,
bibliotherapy facilitators undergo training before they conduct a bibliotherapy session,
therefore some facilitators suggested that areas from the training could be incorporated
into the chatbot for reference and reassurance. The prototype chatbot also acted as an
administrative hub where the facilitator is able to find information about their biblio-
therapy group and during the post interviews, it was mentioned that facilitators liked
this functionality as it personalised the chatbot experience, “Information about your
group was brilliant, and where you are with you group)…”. It was highlighted in the
pre-interview session that chatbots could be incorporated into the preparation as a
frequently asked questions (FAQ) section, which could inform the facilitator about the
purpose of the chatbot and how to effectively invoke key functionality.

During a regular bibliotherapy session, facilitators would use scale questionnaires
(e.g. brief resilience scale (BRS), Warwick-Edinburgh Mental Well-being Scale
(WEMWBS)) to collect data relating to the well-being of the participants. As of pre-
sent, physical copies of these questionnaires are disseminated and completed by par-
ticipants at the end of each bibliotherapy session, however it has been highlighted by
facilitators that this can be an arduous task and that there is an opportunity to use
chatbots to support and automate this data collection process. Using chatbots as a data
collection approach is not a novel idea, authors in [29] analysed the efficacy of using
chatbots to collect survey responses in comparison to conventional methods and results
suggest that chatbots can be used effectively as a survey collection tool if used with an
appropriate language tone. Moreover, results in [29] also suggested that responses
gathered using a chatbot were less satisficing in comparison to conventional
approaches.

EMA strategies could be integrated into the chatbot for the facilitator to ask par-
ticipants and record thoughts and experience about a bibliotherapy session in real-time.
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It was suggested by facilitators that participants could access a dedicated data collection
chatbot using their smartphone device and during the session an alert would be given
during a session to trigger EMA survey or a mood log. Using EMA with chatbots have
been explored in [18, 30]. Chatbots developed in [18] were used to allow users to
disclose their emotions, and thoughts. Results from [18] suggest that the effects of
emotional disclosure were equivalent, whether the person thought they were disclosing
to a chatbot or a human. Research in [30] assessed the usability of using a chatbot to
evaluate a user’s mood state, participants completed a questionnaire to determine
further course of action. Results presented in [30] suggested that participants thought
the chatbot was a suitable approach in completing a mood survey. EMA combined with
chatbot technologies could lead to more efficient data collection and accurate user state
representation to further personalise services.

How can Chatbots be Designed to be Reliable in Supporting Bibliotherapy
Facilitators?
In both the pre and post interview, facilitators discussed issues that related to the
reliability of the chatbot. During post interview, facilitators stated that an introductory
(or onboarding) statement is needed to inform them of the type of input that can be used
with the chatbot as bibliotherapy facilitators were not aware that the chatbot was able to
accept text input. During post interview it was suggested it could be difficult to follow a
conversation thread if there was a long conversational exchange between the facilitator
and the chatbot. Facilitators would have to scroll up through the conversation window
and find the initial button menu. To mitigate this issue, a persistent menu approach
could be adopted to accompany each chatbot response to allow the facilitator to select
the next quick reply option instead of scrolling through the conversation. Another issue
mentioned by bibliotherapy facilitators was the sufficiency of the explanations given by
the chatbot. It was stated that if the facilitator needed the chatbot to further explain a
response then it is crucial to ensure that conversational design patterns are encoded into
the chatbot if the user needs the chatbot to elaborate on a response. This issue high-
lights the importance of conversational design patterns in pre-empting user needs. It is
important to design conversational ‘happy-paths’ that allow the user to deviate from
initial intent to allow for richer exchanges. To ensure that a chatbot doesn’t succumb to
form over function, interdisciplinary collaboration is needed to ensure that the content
used by the chatbot is reliable and that developers utilise this knowledge in a mean-
ingful way that it can be easily accessed using the chatbot.

Reassurance was also mentioned by facilitators as a key component as the chatbot
core functionality was to ensure that the facilitators were aware of the underlying
meaning of the conversations and questions. Facilitators in the post interview com-
mented on the ability of the chatbot to reassure them, providing quick and concise
explanations of the story themes and why the story was chosen for that week and also
the facilitators were able to refer back to this information using the chatbot. Addi-
tionally, persistent menus combined with the use of “panic” phrases such as “Help”,
“Menu”, or “I am lost” should be available to help focus the end-user. It was suggested
by facilitators that the chatbot should act as a support hub where the facilitator could
use text input to define terms or jargon that deviate from the happy path outlined in the
button menu, “Maybe even like if there was a word you were unsure of or even like if
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something that comes across that may be specific jargon to the text (story) that you
might not necessarily know…”. As stated, this type of functionality would need
interdisciplinary collaboration to understand what type of text input the user may use to
invoke intents combined with onboarding methods, however a difficult question to
answer would be deciding on what amount of information and support the facilitator
would need. The facilitator would need to be aware of what content the chatbot could
be consulted in order to use text input and if you are using onboarding to explain this to
the user, it may be a long list. In this instance menu buttons could be used instead as it
would allow designers and developers to immediately inform the facilitator of what
information is stored in the backend database using the chatbot frontend.

Facilitators emphasised the importance of the chatbot’s persona when discussing
their own experience of using other chatbots. Facilitators stated that these chatbot
responses are “computerised” in that they lack any emotion or nuance. The importance
of personality in chatbots is explored in [17] and key take-home messages indicate that
chatbot personality is an integral aspect in chatbot design and authors in [17] state that
an agreeable personality creates a more positive usability experience with users, in
comparison to a chatbot encoded with a “conscientious” personality. During the pre-
interview stage, some facilitators said that they may feel uncomfortable talking to a
computer program“(I am) used to dealing with real people” and “I love personality
when talking to somebody”. Although anecdotal, this admission gives insight in how
users may feel when conferring with machines, the lack of personality and meaning in
conversational exchanges. Research suggests that personality is an important element
in how users respond and has the power to influence their perception of the chatbot [18,
20]. Personality can relate to how chatbots interact as the chatbot could continually
learn from the conversational exchanges with the user. Personalisation intelligence
could then be employed to pre-empt what the user needs and give reassurance for a
more positive experience.

What would be an Appropriate Style of Interaction with Chatbots to Support
Bibliotherapy?
The goal of this chatbot is to guide the facilitator through a series of topics to prepare
them for their bibliotherapy session, the chatbot is assuming the role of a virtual
assistant and therefore must provide assistance to the user. For the chatbot prototype,
the input modality selected was a combination of quick reply menu buttons and text
input. Button menus were used to initially begin each chatbot conversation, and sub-
sequent exchanges with the chatbot used a combination of text input and menu buttons.
During post interview, facilitators noted the advantage of using buttons to quickly find
out information about the story and facilitators preferred using this form of input as
each button triggered an intent instantly, and it allowed the conversation to continue
quickly. The findings from post interview also correlate with a report published in
2018, which asked 1,051 participants if they have felt frustrations in the past month
with traditional online experiences and 34% of respondents stated the website was hard
to navigate and 31% could not get answers to simple questions [31]. In the same
survey, participants were asked “what would you use a chatbot for?” with 37% of
participants stated “Getting a quick answer in an emergency” and 35% saying “Getting
detailed answers or explanations…” [31]. In regards to the design of the conversation

Towards Chatbots to Support Bibliotherapy Preparation and Delivery 137



exchange between chatbot and facilitator, once the quick reply button was selected, the
‘payload’ of the button is used as a response so the user is reminded what they have
selected. The button menu is a permanent feature of each exchange between the
facilitator and the chatbot. When the facilitator selects an option listed in the menu, the
chatbot response is triggered, however the initial button menu remains a fixture of the
conversation. The context connected with the initial button menu is still active and the
user can select another button in the fixed menu to trigger other intents.

It was noted by facilitators in the post interview stage that the initial button menu
that described each bibliotherapy story should be further broken down into a series of
sub-menus to allow for richer conversational exchange e.g. if the button “About story”
was selected, another quick reply menu would appear giving the facilitator the
opportunity to learn more. Facilitators felt it was easier to use buttons, especially when
interacting with the chatbot on a smartphone device. The use of button menu controlled
conversation exchanges and the facilitator knew what to expect due to labelled buttons,
as opposed to using text-based input in the hope the chatbot would be able to under-
stand what they need or if the chatbot was designed to answer such requests. The use of
menu buttons drive the conversation forward also gives the user clarity of what
information is available and removes any ambiguity. As stated, the purpose of this
chatbot is to guide the facilitators through a series of pre-determined paths to prepare
them for their bibliotherapy session, therefore the use of quick reply menus would
minimise errors as each conversation intent is triggered based on a list of training
phrases that are associated with different intents. Even though the prototype chatbot
uses quick reply buttons to drive the conversation, NLP is also used to parse text
inputted by the user to match to the correct intent. This combination approach allows
the user to follow a guided path but also gives the facilitator the opportunity to deviate
from the “happy-path”, however it is important to ensure that onboarding is used to
inform the user of what types of phrases and keywords can be used to trigger what
intents as facilitators stated during post interview stage they weren’t aware they were
able to use a “search bar” to interact with the chatbot. This issue could be remedied by
an onboarding process or simply remove the text input and use menu buttons to guide
the facilitator.

7 Recommendations

Several recommendations have been derived based on the thematic analysis of the pre
and post interviews. Participants in the study highlighted the importance of onboarding
when using a chatbot, especially if the chatbot allows for different types of input.
Facilitators noted that buttons were the preferred mode of interaction as it removed any
ambiguity as to what type of information the chatbot is capable of providing and
buttons were noted as a quicker way of retrieving information. Onboarding instructions
must be included to inform the user of what chatbot intents can be triggered using the
appropriate input type. Onboarding is a necessary feature that allows users to under-
stand how to interact with the chatbot and can serve multiple purposes, e.g. to clarify
the capabilities and scope of the chatbot as well as communicating how to interact with
the chatbot correctly. The use of ‘panic’ phrases such as ‘help’ should also be
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incorporated if a user is lost or deviates from the happy path. The use of such phrases
are highlighted by Chaves et al. as being an essential communicative addition to a
chatbot [23], and other works have also highlighted their importance [24]. When
developing chatbots across different domain areas, it is vital to involve end-users to
ensure that the conversations are meaningful and the functionality is useful. It is
essential to ensure that conversational design patterns are encoded into the chatbot
involving a range of stakeholders, particularly users who will use the platform in order
to increase the reliability and reusability of the chatbot. Cameron et al. [25] designed
chatbot interactions in collaboration with clinical professionals to help create mean-
ingful conversations. Similarly, Fitzpatrick et al. [26] combined data collection with
chatbot conversations using a team of mental health professionals to personalise CBT
support to end-users. Collaborative design is vital to develop meaningful and trust-
worthy content for the user. Personalisation is another critical step that should be
incorporated into chatbots, especially in regards to mental health/therapy chatbots.

Personalisation can be seen as a significant component in customer, and patient
support and retention. Market and online business organisations are focused on using
personalisation to improve their services especially when incorporating chatbots.
Users’ personal information can be used to pre-empt their needs and provide mean-
ingful customer support across different channels (web, social media, smartphone).
More importantly, the chatbot service is available 24/7 and gives the end-user imme-
diate access to support and to automate tasks. In regards to mental health support, there
has been a surge of mental health chatbots that incorporate personalisation to provide
immediate and tailored support. In our prototype chatbot, participants were able to find
information relating to their bibliotherapy session along with their group details,
facilitators stated that this was useful however this could be extended to use chatbots as
way to collect data. Bibliotherapy participants could use an auxiliary chatbot located in
the same web platform to provide immediate survey feedback regarding their biblio-
therapy session. This information could then be used to further personalise and refine
sessions. Using chatbots as a means to collate data from web surveys was explored by
Kim et al. [29]. Results from this work highlight the potential of collecting survey data
that is less satisficing in comparison to using web surveys. The outcomes presented by
Kim et al. [29] are promising in using chatbots to collect meaningful data to personalise
chatbot services across different domains particularly e-health.

8 Conclusion and Future Work

The aim of this work was to elicit requirements from bibliotherapy facilitators to inform
the development of a chatbot based bibliotherapy service. Facilitators were asked to
complete several tasks using the prototype. Pre and post interviews were completed
that explored their thoughts regarding chatbots in general and their experience using the
prototype. Interview transcripts were analysed using future research direction areas
discussed in [22] and results from pre-interviews suggested that facilitators reacted
positively in using chatbots in preparing them for their bibliotherapy session. Facili-
tators had the opportunity to use an early prototype of the chatbot to instil discussion
and to further refine requirements. Use cases were identified and key messages from
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pre-interview and post interviews focused on automating informational retrieval and
the ability to inform facilitators about psychology terminology that underpins a bib-
liotherapy session. However, some bibliotherapy facilitators expressed concerns in the
usability and content of the chatbot, e.g. if the facilitator needed further explanation
regarding psychological themes relating to a story and if the conversational design
exchange encoded in the chatbot doesn’t allow for further explanations that then this
would cause confusion, therefore clarity and usefulness in preparing the chatbot content
is integral [16].

Analysis of the post interview revealed that facilitators reacted positively to the
content available using the chatbot as well as the combination of using quick reply
buttons and text input. The prototype chatbot also acted as a support hub where the
facilitator was able to find information about their bibliotherapy group and it was
mentioned that facilitators liked this functionality as it personalised the chatbot expe-
rience. In terms of future additions to the chatbot, facilitators suggested that chatbots
could be used for data collection, as during a regular bibliotherapy session, facilitators
use scale questionnaires (e.g. brief resilience scale (BRS), Warwick-Edinburgh Mental
Well-being Scale (WEMWBS)) to collect data relating to the well-being of the partic-
ipants. Facilitators mentioned that there is an opportunity to use chatbots to support and
automate this data collection process. Facilitators also noted that appropriate onboarding
and affordance approaches need to be integrated to allow the facilitator to easily find the
information they need, to highlight the capabilities of the chatbot and also appropriate
input methods. In regards to limitations of this work, five bibliotherapy facilitators took
part in the study, for future work this would number would be increased when evaluating
future chatbot prototype. This study focused on initial experience with a bibliotherapy
support chatbot and in future work, a larger group of participants would be asked to use
the chatbot in a real world setting over a longer period of time. Focus groups would then
be conducted to further refine requirements and to highlight usability issues. Future
work would also investigate interaction preferences of facilitators in relation to voice,
button menus, or contextual input in using the chatbot platform. Chatbot usage will be
recorded and analysed to help refine chatbot interaction and usability.
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Abstract. Supporting young people to participate in societal development is an
important factor in achieving sustainable future. Digital solutions can be designed
to help youth participate in civic activities, such as city planning and legislation.
To this end, we are using human-centered approach to study how digital tools can
help youth discuss their ideas on various societal issues. Chatbots are conversa-
tional agents that have potential to trigger and support thought processes, as well
as online activities. In this context, we are exploring how chatbots –which we call
CivicBots – can be used to support youth (16–27 years) in societal participation.
We created three scenarios for CivicBots and evaluated them with the youth in an
online survey (N = 54). Positive perceptions of the youth concerning CivicBots
suggest that CivicBots can advance equality and they may be able to reach youth
better than a real person. On the negative side, CivicBots may cause unpleasant
interactions by their over-proactive behaviour, and trustworthiness is affected by
fears that the bot does not respect user’s privacy, or that it provides biased or
limited information about societally important issues.

Keywords: Chatbot � CivicBot � Youth � Civic engagement � Societal
participation

1 Introduction

Involvement of the youth in civic development is essential for the democracy and
sustainable growth of the society [4, 19]. Versatile means of participation can make
young people able to engage with issues of their choice, and to engage actively without
the presence of adults [2]. Developing and digital tools for societal discussion and
activities contributes to the means of eParticipation [20] or citizen participation [15] and
at large, to digital civics [22] with the aim of improving democracy and human rights.

ALL-YOUTH1 is a six-year long, multidisciplinary research project aiming at
improving the sustainable growth of the Finnish society – inclusive of all kinds of
youth. In this project we are developing approaches and solutions for diverse types of

1 ALL-YOUTH is a large research project byfive research partners, funded by Strategic Research Council
of Finland, in association with Academy of Finland, see https://www.allyouthstn.fi/en/all-youth-2/.
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youth to help them involve in societal or civic activities. The civic activities can be, for
example, discussions of current developments or more concrete tasks such as drafting
statements or organizing events. Our research group’s specific role in ALL-YOUTH is
to study and develop digital solutions for the youth’s civic engagement.

Earlier studies have identified obstacles for youth’s societal participation, including
lack of interest, doubt of impact, inadequate communication between youths and
officials, and not having knowledge of the channels to utilize [11]. Hence, we are
conducting design research of digital solutions that may be enticing for the diverse
types of youth and can motivate youth in societal participation. Three main approaches
are used in this context; (1) using novel technologies that are attractive to the youth and
offer natural interactions also to the non-technologically-savvy users, (2) gamification
of interactions to increase and maintain motivation [10] and (3) design for all [18].

Chatbots are a form of novel technologies that may be able to tackle the obstacles
related to the lack of interest and knowledge of potential channels for societal partici-
pation. Chatbots are conversational agents that use natural language dialogue – via text
or speech – to access services online [8]. Chatbots can be either purely software-based or
embodied in physical social robots. In this paper we propose the approach to use
chatbots as means to support youth’s civic activities. The research questions (RQ) are:
RQ1: What are youth’s experiences and expectations of chatbots? RQ2: How do youth
perceive the concept of CivicBots? To gain understanding to the second RQ, we utilized
scenario-based research approach [2] and for that purpose, created three scenarios of
CivicBots. This allows exploration of the potential of the concept before any imple-
mentation is done. To answer both RQs, we then conducted a survey to evaluate youth’s
experiences of chatbots in general and their perceptions of CivicBots in specific.

The structure of this paper is as follows: Section two provides a brief review of
chatbot interaction and studies of how chatbots can be used to support youth in dif-
ferent useful aims. The following section presents three scenarios for using chatbots for
societal or civic participants, i.e. CivicBit scenarios. Section four presents the online
survey for evaluating the scenarios, and the results that covered both the youth’s
experiences of chatbots in general and CivicBots in specific. Sections five and six
discuss and conclude the paper.

2 Related Work

Chatbots date back to 1960s. They are conversational agents that use natural language in
interaction with their human users, and provide new opportunities for HCI [7]. In the past
few years, the advancements in machine learning and widespread use of advanced com-
puter platforms – such as smart phones – have given basis for the rise of the newgeneration
of chatbots [6]. These chatbots are more “intelligent” and have potential in many appli-
cation domains such as customer service, education and entertainment. Chatbots can be
either purely software-based or embodied in physical social robots such as Pepper orNao2.

2 Pepper and Nao are examples of commercial social robots, see https://www.softbankrobotics.com/us/
pepper and https://www.softbankrobotics.com/us/nao.
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People’s use motivations and experiences of chatbots have been studied in earlier
research. Brandtzaeg and Følstad [1] conducted a study (N = 146) on why people use
chatbots and found out that productivity, timeliness and efficient assistance were key
factors to use chatbots. Additionally, entertainment, social factors, and curiosity about
chatbots as novel agents were considered central motivations of use. Yang et al.’s [24]
survey (N = 171) studied users’ affective experiences with conversational agents and
found that users’ overall experience was positive and interest was their most salient
positive emotion. Furthermore, the study found the evident factors for pragmatic
quality to be helpfulness, proactivity, fluidity, seamlessness and responsiveness; and for
hedonic quality major factors are comfort, pride of using novel technology, fun, and on
the negative side, concerns for privacy breaks and distraction. Xu et al. [23] found that
chatbots are effective in dealing with emotional topics such as complaints in customer
service via social media. The “uncanny valley” effect of chatbots was studied by
Skjuve et al. [21], who found three factors that affect the user experience of the
chatbots: conversation content, chatbot’s perceived personality and conversation flow.

Youth have been offered chatbots for different purposes advancing their wellbeing.
Fitzpatrick et al. [7] studied the effectiveness of conversational agents in cognitive
behaviour therapy for the youth and found in a controlled trial that conversational
agents appear to be a feasible, engaging, and effective way to deliver therapy. Kret-
zschmar et al. [13] addressed the ethical issues that discuss young persons’ viewpoints
of the strengths and limitations of using chatbots in mental health support. They outline
ethical concerns of chatbots for mental health support, including privacy, confiden-
tiality, efficacy, and safety. In the context of questions of adolescents regarding sex,
drugs and alcohol, a study [5] showed potential to reach a varied group of adolescents
and to provide them with help with these issues. Another study [17] found that a
chatbot can help youth transition from school to college. Morgan et al. [16] developed a
chatbot framework to improve children’s access to a legal advisor that can consult them
about their legal rights. The study findings also point out that the chatbot should be able
to speak and understand children’s language. To our knowledge chatbots have not been
studied in the context of civic engagement of the youth.

Følstad et al. [9] have proposed a typology of chatbots based on the locus of control
and duration of the interaction. Locus of control ranges from chatbot-driven to user-
driven, i.e. varies in terms of who has the main control in the conversation. Duration of
interaction ranges from very short-term (one-off) relations between users and chatbots
to a long-term relations that build on the shared interaction history. We use this initial
typology in Sect. 3 where we present scenarios for CivicBots.

3 Scenarios for CivicBots for the Youth

In this section we describe the proposed three scenarios for “civic chatbots”3, i.e.
chatbots that aim at motivating or supporting people to civic activities. We call such
chatbots CivicBots. For this study, we did not implement any of the proposed chatbots

3 This term has been used for a slightly different purpose by Civic Chatbot company (http://www.
civicchatbots.com), i.e. supporting conversation between authorities and civic entities.
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since this research effort focuses on the early stage of human-centered design, using a
scenario-based approach [2]. The scenarios cover different types of young users, goals
and contexts of use, to illustrate the variable purposes and potentials of CivicBots. We
also point out how these CivicBots fall into Følstad et al.’s typology [9]. Section 4
presents the online survey in which we evaluated these scenarios with youth.

Scenario 1: VirtualCouncilBot. The goal of this bot is to facilitate discussion con-
cerning an authority-driven topic in an inclusive manner.

Tina (16 years) is an active member of the local youth council. She has been invited to
join a discussion platform – Virtual Council – to a group that gives input to the new
environmental law being developed in Finland. The goal is to gain input from the youth
on how they see its effects for the local environment and activities. Even though Tina is a
societally active person, the group consists of many different types of youth, some of
whom are not especially interested in civic participation. One of the group members is
VirtualCouncilBot that presents questions to the participants such as “what do you
think of…” and “would you agree with…”. If some participants are not active, Vir-
tualCouncilBot asks them specifically for their opinion. Tina and others can also ask
VirtualCouncilBot to explain terms and concepts they do not understand. Vir-
tualCouncilBot also summarises the discussion at the end of the day for the participants
and to those who could not participate in this session. It also brings up the summary in
the beginning of the next session and asks if anyone wants to comment at that point.

Scenario 2: EuroElectionBot. The goal in this scenario is to raise youth’s interest in
politics and to activate them in voting, as well as help find a suitable electoral candidate
for themselves.

Max, 19 years, is lying in his bed late in the evening. His mother has reminded him
that tomorrow is the last day to vote in the EU election. While swiping his Instagram
feed, a picture of EuroElectionBot shows up. Even though Max is skeptical about
the effectiveness of the Finnish MEPs, he opens the link that takes him to the bot. He
installs the EuroElectionBot app and customizes it to fit his preferred look and style
of language. EuroElectionBot asks Max which topics he would like to discuss, and
starts showing short video clips and asks Max to comment their claims. After four
topics, the bot asks if Max wants to see more topics. Max agrees, as he finds
interaction quite entertaining. After eight topics, the bot shows the top candidates
that could fit Max’s opinions. Finally, EuroElectionBot asks Max if he would like
to share the link to the bot’s Instagram account to his friends or to some of them.
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Scenario 3: MallBot. The goal in this scenario is to gain understanding of youth’s
opinions of the current developments in the city, in places where youth naturally spend
time in groups.

A group of youth are hanging out in the new shopping mall that has become a place
to meet after school. Karim (16 years), Maryam (17 years), Alisa (15 years) and
Simon (15 years) are immigrants from different countries and have been living in
Finland for 4–5 years. They speak Finnish well. They are just fiddling with the
mobile devices, except for Alisa who suffers from very poor eyesight and is listening
to music. Suddenly Pepper robot approaches the youth and introduces itself as
MallBot. It asks if they are interested in talking about the development needs of the
public transportation in the city. They all agree, even though MallBot recognizes
that Simon is a bit hesitant. MallBot asks them about their satisfaction with the
current bus lines and also about the expectations of the new tram that is being built
in the city. Alisa mentions her special needs for non-visual information in public
transport, and MallBot especially asks Alisa about these needs. MallBot also asks
Simon for his opinion, as he has not actively participated in the discussion. After
ten minutes of discussion MallBot thanks them. MallBot shows in its display and says
out loud that the youth can find the anony-mous results of MallBot’s discussions
with the youth on a specific website next week.

In summary, Table 1 shows how the scenarios cover various contextual aspects
[12] and the key characteristics proposed by Følstad et al.’s typology [9]. The versatile
set of scenarios aims to present a broad picture of CivicBots to the study participants.

Table 1. Summary of characteristics of the three CivicBot scenarios.

VirtualCouncilBot EuroElectionBot MallBot

Task context Discussing legislative
issues

Looking for
candidates for
voting

Giving opinions of
local developments

Physical
context

Any place Home, own room Mall, open space

Social context Group of strangers
(other youth)

None (alone),
friends online

Group of friends,
other people around

Technical
context

Web service/discussion
platform

Mobile app Social robot

Følstad et al.’s
typology [9]

Chatbot-driven and
user-driven, long-term

User-driven, short-
term

Chatbot-driven, short-
term
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4 Online Survey of Youth’s Perpections of Chatbots

The aim of this study was to gain understanding of youth’s experiences and perceptions
of chatbots, and more specifically of chatbots for civic participation. The RQs were:

RQ1: What are youth’s experiences and expectations of chatbots?
RQ2: How do youth perceive the concept of CivicBots?

In this section we first present the survey content and procedure (Sect. 4.1), and
describe the survey respondents’ profiles and their use of chatbots Sect. (4.2). The
following two Sects. (4.2 and 4.3) present the results related to the two research
question.

4.1 Survey Content and Procedure

We designed an online survey with the aim of gaining understanding to the research
questions. The survey was primarily qualitative, with some supporting quantitative
questions. In the introduction of the survey, we defined chatbots as follows: “Chatbot
is a software that discusses with the user via written text or speech about a topic, e.g.
information search, booking time or finding a product. Chatbots usually function in
association to web services or mobile apps, such as bank service or net stores. Siri and
other ‘intelligent’ help applications can be considered as chatbots.”

There were two parts in the survey, the first one on user experiences of chatbots in
general and the second part on using chatbots in societal participation. The emphasis
was on qualitative data with some supporting quantitative questions.

In the first part of the survey (related to RQ1) the questions were about general
chatbot experiences and expectations: How often have you used chatbots? What
chatbots have you used? What good experiences have you had with chatbots? What
bad experiences have you had? What are your perceptions of chatbots? The last
question contained six eight-scale semantic differential questions in the form “I think
that chatbots are…” useless – useful, unreliable – reliable, boring – interesting, dif-
ficult to use – easy to use, complex – simple and unhelpful – helpful (adapted from
Robot Attitude Scale [2]).

In the second part of the survey (RQ2), the respondents were first explained that
chatbots could also be used for helping people participate in various societal activities.
They were then presented the three scenarios described in Sect. 3 of this paper. After
each scenario they were asked to rate their perception of the scenario with two seven-
scale semantic differentials of incredible – credible and uninteresting to myself –

interesting to myself. They were also asked to explain their ratings with a qualitative
answer.

In the end of the survey were questions about respondents’ backgrounds, including
their level of societal participation. The survey was in Finnish. We used Google Forms
for the survey and it was open between June 24th and September 3rd, 2019.

Data Analysis. We analysed the qualitative data by coding it thematically in an iter-
ative process. The thematic analysis was done for each main survey question data, first
bottom up and then thematically grouped to form categories for user experiences and
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expectations (RQ1). From the qualitative data, we also quantified the types of chatbots
used, good and bad experiences with chatbots, and expected chatbot characteristics.
Mean and standard deviation (SD) values were calculated for chatbot experience rat-
ings. For RQ2, a qualitative cross-scenario analysis was conducted for the open
answers related to the user perceptions of the three CivicBot scenarios.

4.2 Respondents’ Profiles and Use of Chatbots

Respondents were recruited via various mailings lists and personal networks, as well as
from volunteers of our earlier related research. We received 54 valid responses to the
survey. Additional four responses were omitted as outliers, because they gave a straight
line of scores 1 to all questions and no answers to the open questions.

Respondent Profiles. The average age of the respondents was 22.7 years, with range
of 16–27 and mode of 25 years. There were 27 women, 23 men, and two “other” in the
respondents, and two did not want to answer about their gender. The respondents were
Finnish speaking. Regarding their educational level, four were in high school, three had
vocational education and the rest 44 were in university. Respondents societal partici-
pation is rather high, measured with scale 1–7 (disagree-agree) by questions I am
interested in politics (mean 4.87, SD 1.76), I often discuss timely events with my friends
or family (mean 5.24, SD 1.61), I read/ watch the news on timely events (mean 5.46,
SD 1.72) and I vote/ would vote in the next election (mean 6.07, SD 1.49).

Chatbot Use. 26 out of 54 respondents have used chatbots over five times, 17 have
used 2–5 times, 7 have used one time and 4 have not used chatbots.

The respondents have used a versatile set of chatbots. The 46 responses (out of 54)
that mentioned chatbots the respondents have used included altogether 86 mentions of
chatbots. Chatbots are used with a versatile set of everyday tasks and services. The
most often used bots related to banking (18 mentions), using Siri or Google Assistant
(13), online stores (12), student housing (8), insurances (7) teleoperator and authorities
(4 each). Other uses of chatbots were mentioned for finding of election candidates,
messaging, IT helpdesk, wellbeing counselor, airport service, driving school and
software help.

4.3 Youth’s Experiences and Expected Characteristics of Chatbots

Respondents reported a versatile set of experiences with currently existing chatbots,
both good and bad. Figure 1 presents the thematically categorised experiences.

Good Experiences. Usefulness was the most commonly reported experience.
“Chatbot linked me to a relevant web page where there was additional information.”
(Respondent 43, R43). Many chatbot experiences were clear and fluent. “Chatbot for
the post office gave me clear instructions for sending a parcel. The service was fluent
and fast.” (R6). Many respondents felt the best way of getting help was to get to a
human customer service. “The best experience was when the chatbot gave me the
contact information to a real person.” (R7) Positive experiences also came from
chatbots understanding the user (surprisingly well). “Google Assistant keeps a
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sensible conversational continuum and understands question in the conversational
context.” (R26) Chatbots also help find things and save time and effort.

Bad Experiences. The most commonly reported bad experience was with chatbots that
gave wrong or irrelevant response. “Bank chatbot did not work, it did not understand
my issue and repeated same things several times. I could not take care of my issues.”
(R6) This example also illustrates the problem of not reaching one’s goal. Further
problem areas were that the bot does not understand the user and even when needed,
the chatbot does not take the user to a real person. Such experiences can lead to
strong frustration. “The bot did not understand the sentence but you had to give it just
words. You could not call to a customer service person and the bit did not even
understand that it does not understand. I got so frustrated with the bot that I did not
deal with this company anymore.” (R56). Other issues include chatbots that are too
“pushy”. “Chatbots that attack to you every time you go to a new web page are really
irritating.” (R24) Chatbots should also not fake that they are a real person, and even
causing privacy concerns. “It is most irritating when chatbots present themselves as
‘Elina’ or some other fake name, especially when sometimes the information you have
to give there is very personal and easy to misuse.” (R36) Limited capabilities of
chatbots also caused bad experiences.

Chatbot Experience Ratings. Respondents rated chatbots based on their own expe-
riences. These ratings were asked on scale 1–8 to gain responses that were not neutral;
additionally a “cannot estimate” response was possible. The following mean and SD
values were given: “I think that chatbots are…” useless – useful (mean 5.48, SD 1.64),
unreliable – reliable (mean 4.44, SD 1.47), boring – interesting (mean 5.04, SD 1.89),
difficult to use – easy to use (mean 5.72, SD 1.93), complex – simple (mean 5.78, SD
1.71) and unhelpful – helpful (mean 4.76, SD 1.89). In this respondent sample, reli-
ability was rated the lowest while usefulness, ease of use and simplicity were rated
highest. These ratings are in line with the found experience categories in Fig. 1.

Expected Chatbot Characteristics. Figure 2 shows the categorisation of good char-
acteristics participants expect from chatbots. These are elaborate in the following.

Good conversational skills is a major requirement. “Chatbots need the skill of
understanding lots of words also from different dialects. It would be good to also direct
the conversation with follow-up questions if the bot does not immediately understand

Fig. 1. Good (left) and bad (right) experiences with chatbots.
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what the user is after.” (R10). Chatbots should offer clear user guidance. “The user
should be easily able to understand what services the bot offers and how the user can
‘order’ certain service. For example a visible list of keywords that guarantees certain
functionality.” (R12) Reliability and guiding the user to a real person are also
expected, when the chatbot cannot provide a solution. “Versatile set of questions,
properly taught chatbot, and not a bot that only understands the simplest questions and
avoids taking you to the proper customer service.” (R13) Clear indication that privacy
is taken care of is an important factor also with chatbots. “There should be a clear
message that your conversations are protected and will not be given outside of com-
pany X” (R36) “Other” category includes characteristics such as humour, should make
it clear that they are a bot and suitably narrow scope.

4.4 Youth’s Perceptions of CivicBots

In this section we present the results related to RQ2, i.e. how do respondents perceive
the idea of CivicBots based on the three scenarios presented to them in the survey.
Based on the qualitative analysis of the responses to the question “Please justify why
you think this scenario is un/credible or un/appealing”, the following sections sum-
marise the main issues that came up with the individual scenarios.

VirtualCouncilBot (Scenario 1). The positive aspects of this scenario included
viewpoints that everyone’s opinion is heard, the bot can give new perspectives, and that
this kind of chatbot can stimulate and activate people. “The bot can encourage people
to think of a topic from new perspectives that would not otherwise occur to them.”
(R22) The idea of summarizing the discussion by the bot was considered valuable. It
was also considered technically credible and exciting because of its AI use. On the
negative side it was brought up that the bot might restrict discussions, and it might
irritate or stress some people if the bot asks them something directly. “It is not credible
that inactive youth could be motivated to participate in the conversation.” (R16) Some
respondents considered the practical added value of the chatbot to be minimal (e.g.
compared to form filling). A critical consideration for the whole concept is that the bot

Fig. 2. Expected chatbot characteristics
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should not replace contacts to human experts, e.g. decision makers. “It feels a bit weird
that a facilitator would be replaced with a bot. It gives an impression that law makers
don’t care about youth’s viewpoints that much that they would want to spend their own
time on leading the group.” (R51)

EuroElectionBot (Scenario 2). CivicBot’s purpose in this scenario was considered
important and positive because it may help youth form opinions better than traditional
voting advice web services. “Chatbot could increase my interest to find a suitable
candidate, because I could ask it directly about unclear issues.” (R29) “If the bot tried to
collect information about the values of the humans and based on this, it would suggest
candidates to the user, this would be interesting.” (R56) Such chatbot could be fun to use
and it could excite and encourage youth to vote. “Chatbot would offer a more adaptive
version [compared to election candidate surveys] that could affect voting activity.” (R23)
The negative viewpoints concerned the fact that politics is a difficult topic to cover
because of its multifaceted nature and the potential bias of the bot in presenting the
election candidates. “This is an interesting thought, but I feel that the candidates pro-
posed by the bot would not necessarily be reliable or they could be ‘fiddled’ [by the
developers].” (R38) On a practical side, to reduce user’s effort, such single-use func-
tionality should not be an app (that needs to be installed) but a web service.

MallBot (Scenario 3). The positive aspects of this scenario included the potential for
better inclusion and offering a channel without direct human contact. CivicBot could be
a good way to get opinions of a broad group of people, also the quiet ones. “The idea of
a bot that takes also the quiet persons into account is especially good, because it enables
listening to them also.” (R2) Many youth may be more eager to speak and be honest to a
robot than to a human being. On the negative side, many felt that the bot should not try –
or force – to involve people who do not want to participate, and the robot was seen
similar to a face-to-face fundraiser, with a very negative connotation. “Finns get anxious
so fast if someone comes to talk to them in public places. Face-to-face fundraisers are
everyone’s worst nightmare. Personally I would love this experience.” (R7) The context
was considered both as a positive opportunity to reach the youth but also risky because
of the noisy environment and problems that such robot could cause to people with vision
and hearing impairments. It was doubted that the robot might be harassed or broken.
“The robot would probably be broken quite fast and some people would not reply to it
appropriately, so it would be useful.” (R1) Some respondents considered this a utopian
scenario, as they thought robots are technically not this advanced, e.g. they could move
on wheels or have any kind of emotional intelligence. Of all three scenarios, the cred-
ibility of this scenario was criticized the most.

Cross-Scenario Analysis. The responses concerning the three scenarios on their
interest and appeal to self were analysed across the scenarios. The findings reveal
overall positive and negative themes of CivicBots for youth participation.

VC ¼ VirtualCouncilBot; EB ¼ EuroElectionBot; MB ¼ MallBotð Þ
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Positive themes across the scenarios are:

Empowerment and Advancing Equality. Using CivicBots offers the potential to
broaden youth’s perspectives. “The bot can motivate youth to think about a topic from a
perspective that would otherwise not occur to them.” (R22, VC) Furthermore, Civic-
Bots can activate a broad spectrum of youth in societal participation, including the more
introvert and less active youth. “Personally I find this kind of technology interesting and
it’s a plus that the bot can take the more quiet people into account.” (R8, MB)

Exciting Interactions. CivicBots can be helpful and understanding, and even fun.
CivicBots can adapt to user’s behaviour. “Raising discussion in a way that is pleasant
to the target group is really good! However the formulation of the questions must be
objective.” (R14, EB) Chatbots can also raise curiosity, which may further raise
interest in the subject of the conversation.

Better than Humans. Bots may feel more approachable than a humans, especially for
sensitive topics, and youth may be more honest to a bot than to a human. “This can be
an easier way to get feedback, and it can also be easier to approach than a real
person.” (R25, MB)

Usefulness and Novelty. CivicBots are a new way to reach the youth, and they suit
many contexts. They may help youth form opinions on societal issues. They are
technically interesting and offer mostly credible means to support the kinds of goals
and situations described in the scenarios. “Before I met Replika [a chatbot offering
support for youth’s mental health] I would have been more doubtful but now I believe
that chatbots can be really intelligent and useful. […] Bots are increasingly timely and
I believe they can offer all kind of benefits in the future. And entertainment, even
companionship?” (R34, VC)

Negative themes across the scenarios are:

Unpleasant Interactions. CivicBots’ proactiveness may irritate users, or they may
feel generally unattractive. CivicBots may appear culturally inappropriate or mis-
matching with the youth’s conversational styles. “If chatbot poses questions directly to
an individual it could be quite irritating/stressful for the youth.” (R7, VC)

Lack of Trustworthiness. Issues related to trusting CivicBots include privacy and fear
of sharing discussions without consent. “The bot posting a summary online without
asking the participants if it’s okay is VERY CONCERNING.” (R2, MB) There were
also many doubts about neutrality or bias of the bot. Bots may be misleading or
restricting discussion without the users knowing about it. “If the programming of the
bot is not unbiased, it could lead voters to certain direction” (R20, EB)

Inability to Persuade Unwilling Youth to Participate. Users may give inappropriate
or “nonsense” answers if they do not feel motivated to cooperate. Still, CivicBots
should not force anyone to participate. “It is not credible that inactive youth could be
motivated to join in the discussion.” (R13, VC)

Uselessness or Unfit to Task. Some respondents thought that CivicBots offer minimal
added value to current alternatives. There was doubt of bots not being able to handle a
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broad set of perspectives in discussions, or to be able to keep up long-term discussions.
CivicBots should not replace human interactions in societal participation. “Why would
there not be a human being in this situation?” (R51, MB)

Misfit to Context Especially in the case of a physical robot, people may mishandle the
robot physically or verbally. “The bot would probably be broken quite fast and
probably some of the people would answer to the bot in inappropriate ways.” (R1,
MB) Over-proactive behaviour of CivicBots may cause frustrations in certain task
contexts. “Finns get anxious so fast if someone comes to talk to them in public places.
Face-to-face fundraisers are the worst nightmare.” (R7, MB)

Practical Unfeasibility. For some respondents CivicBots seem incredible (far-fetched)
technically, economically and practically.

5 Discussion

Enabling civic engagement for a broad spectrum of people is an essential element of
societal inclusion and wellbeing. As was pointed out in introduction, there are known
obstacles for youth’s societal participation [14]. CivicBots may offer one way to tackle
the obstacles by proactively raising youth’s interest and knowledge of potential
channels for participation.

The findings of the study presented in this paper reveals positive and negative
experiences and perceptions of chatbots in general and CivicBots in specific. Regarding
general chatbot experiences (RQ1), many issues related to chatbot use and user needs
were found similar to Brandtzaeg & Følstad’s survey study [1], e.g. efficient assistance,
timeliness and curiosity. In comparison to Yang et al.’s [24] survey results, our sample
of young people brought up similar experiential issues, in specific fluidity of interac-
tion, pride in using novel technology, and fun. To our knowledge there is no earlier
research about using chatbots for supporting youth to civic participation (RQ2), so this
paper presents initial foundation to this line of research.

5.1 Opportunities and Pitfalls of CivicBots

Our findings indicates that CivicBots have potential but based on the youth also
brought up many doubts and critiques of the concept. Here we summarise opportunities
and pitfalls that we think should be considered when designing and implementing
chatbots for youth for the purpose of motivating them in civic participation.

Opportunities of CivicBots:

• Raising users’ curiosity and interest in civic activities and hence motivating people
to learn and become more empowered members of the society

• Activating diverse types of youth to advance equality
• Lowering the threshold of participation by bringing CivicBots to users’ task con-

texts and opportune physical contexts
• Approachability and potential of supporting youth with issues in which human

contact may seem difficult
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• Enabling emotional human-chatbot interaction and potentially increasing commit-
ment to a social cause

Pitfalls of CivicBots:

• Insufficient level of intelligence of the chatbots and user frustration that may follow
• Not adapting appropriately to conversation styles and preferences that may vary

with different users, e.g. in terms of over-proactive chatbot behaviour
• Perceived lack of trustworthiness and confidentiality (privacy) of the interactions,

especially with very personal information
• Contact to human stakeholders (e.g. decision makers) should not be fully replaced
• Practical challenges in terms of teaching CivicBots to act in an unbiased and

respectable ways

5.2 Limitations of the Study

The online survey sample was rather small (54) and culturally narrow. The age group
of the participant sample was somewhat biased towards upper limits of the youth target
group of 16–27 years. These issues may naturally have an effect to the diversity of
experiences and issues found. However, we argue that especially the qualitative find-
ings offer novel insights to youth’s chatbot and CivicBot preferences. A methodolog-
ical limitation is that survey and written scenarios are limited methods for gaining deep
understanding of actual experiences with (yet) non-existing interactions. Contextual
studies with real prototypes would provide more solid insights of the phenomena of
chatbot interaction. Still, we believe that the qualitative findings provide indication of
the main areas that need to be considered when designing CivicBots for the youth.

6 Conclusion and Future Work

In this paper, we have proposed to use chatbots – CivicBots – to support youth in
societal activities. The conducted online survey to evaluate three CivicBot scenarios
revealed both positive and negative issues that can be used as inspiration of chatbot
design for youth’s societal participation. We believe chatbots are a promising HCI
approach to raise curiosity, provoke thought processes and to provide information in an
interesting and human-centered way. Chatbots can advance understanding and
involvement of different types of user groups in societal activities and hence increase
their equality.

In ALL-YOUTH project we are developing Virtual Council, a web-based service
and are also considering to implement a chatbot similar to Scenario 1. We will deploy
and evaluate Virtual Council in the legislative commenting round of the new envi-
ronmental strategy and related laws developed in Finland in year 2020. Implementing
other scenarios are also under consideration. They could be developed also in com-
bination with gamification techniques [10] such as rewards and challenges provided by
chatbots. Accessibility of the services will also be addressed, and a speech-based
chatbot could provide support for youth with sight impairments.
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On the theoretical side, the typology of Følstad et al. [9] could be developed further
to cover interaction dimensions that may be significant, such as entertaining – practical
(or hedonic – pragmatic), single user – multi-user chatbots and evolving (capable of
learning) – static. We are also interested in defining user experience goals for
experience-driven design [11] of CivicBots for different usage contexts and user
groups.
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Abstract. The technological advancements in the field of chatbot research is
booming. Despite this, it is still difficult to assess which social characteristics a
chatbot needs to have for the user to interact with it as if it had a mind of its own.
Review studies have highlighted that the main cause is the low number of
research papers dedicated to this question, and the lack of a consistent protocol
within the papers that do address it. In the current paper, we suggest the use of a
Theory of Mind task to measure the implicit social behaviour users exhibit
towards a text-based chatbot. We present preliminary findings suggesting that
participants adapt towards this basic chatbot significantly more than when they
conduct the task alone (p < .017). This task is quick to administer and does not
require a second chatbot for comparison, making it an efficient universal task.
With it, a database could be built with scores of all existing chatbots, allowing
fast and efficient meta-analyses to discover which characteristics make the
chatbot appear more ‘human’.

Keywords: Chatbot � Social cognition � Theory of mind � Mind attribution �
Perspective taking

1 Introduction

Since the early days of ELIZA [1] and A.L.I.C.E. [2], there has been an exponential
explosion of chatbots. Chatbots today are supported by a variety of different techniques
and languages (e.g., Cleverscript, Chatscript, AIML, Deep Learning, etc.), and built for
a variety of purposes, such as helping children with their prescription medication
(“Pharmabot”; [3]), or assisting prospective students navigate their new university
(“Ola”; [4]). However, with this constant introduction of new chatbots and new sup-
porting services, the field is losing sight on what is necessary to build a chatbot that the
user interacts with as if it has a mind of its own: The ultimate goal when it comes to
social bots.

Neurerer and colleagues [5] state that making a conversational agent acceptable to
users is primarily a social, not only a technical, problem to solve. Therefore, a chatbot
should not only have the capability of understanding what the user wants, but have the
social characteristics to converse with the user as if it were completely autonomous. In
the past three years, multiple review papers have been published that attempt to
organize and structure the results from social chatbot research, with the goal to high-
light which social features in the chatbot’s programming produce a greater sense of
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agency when the user interacts with it. Surprisingly, all review papers find it difficult to
find articles that conduct quantitative research on the social aspects of chatbots. For
example, Radziwill and Benton [6] conducted a review from 2006–2017 and only
identified 36 scholarly articles and conference papers that addressed this aim, whereas
Chaves and Gerosa [7] managed to find only 58, of which the majority were less than
10 years old. These review papers highlight that even though chatbot research has been
ongoing for nearly sixty years, we still do not have enough data to conduct a proper
review of which social characteristics elicit the greatest sense of agency from the user.
This is surprising, considering the overarching aim of chatbots is to communicate with
human users in a human-like manner.

The review papers also highlighted another issue regarding social chatbot research:
There is no systematic method to quantify how successful a chatbot is at appearing to
have a mind of its own. For example, Chaves and Gerosa [7] found 58 papers that
investigated which social characteristics provide a “realistic” chatbot experience, e.g.,
proactivity, manners, moral agency, etc. However, their summarization of this work
showed little to no overlap in the social characteristics studied in the individual papers,
making it difficult to identify whether certain social attributes contribute more to giving
the chatbot a greater sense of agency. For example, is a chatbot that is able to provide a
continuous conversation seen as more human-like than a chatbot that can appropriately
respond when it does not have the information the user requested? The authors
attempted to make a model to link the themes together (Fig. 1 in [7]) but in order to test
their model, a unrealistically long series of two-way comparison experiments would
need to be conducted. Surprisingly, this is also the suggestion of another review paper
[8], most likely because it is near to impossible to glean anything from existing work.

It is clear that, although technically, chatbot research has come a long way in the
last sixty years, the social aspect of chatbot research needs to be attended to. Which
characteristics cause a chatbot to be perceived as having agency? The aim of the current
paper is to propose a short task that can easily measure how much agency the end user
attributed to the chatbot, also referred to as ‘mind attribution.’ The proposed task does
not require a two-way comparison; instead, a single chatbot is tested and an average
score is calculated. This score can then be instantly compared to other chatbots that
have already been evaluated with this task. The aim is to build a rich database which
can easily be used for meta-analyses to determine which social characteristics elicit the
most pronounced feeling, in the end-user, that the chatbot has a mind of their own.

1.1 Theoretical Background

For studies that do conduct quantitative research to compare user experience with
different chatbots, the common procedure is to use a questionnaire. However, a
questionnaire triggers the participant to explicitly evaluate their behaviour, whereas
everyday social interactions are mostly supported by implicit (automatic, unconscious)
processes [9]. Hence it is logical that an ecologically valid test of user experience
should be based on implicit behaviour. For this reason, the task we propose is based on
implicit social cognition.
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We propose to use a social Theory of Mind task. Theory of Mind is the ability to
attribute mental states (beliefs, intents, desires, emotions, knowledge, etc.) to others and
to understand that others have beliefs, desires, and perspectives that are different from
one’s own [10]. This is the definition of what we want users to experience when they
are interacting with a chatbot. In this Theory of Mind task, participants work together
with a chatbot to complete a goal. It is therefore not clear to the participant that the aim
of the task is to measure their implicit opinion of the chatbot.

The task we propose has been conducted before in human-human experimental
studies [11, 12]. In this task, participants were seated in front of separate monitors with
a divider so that they could not see each other. One participant was assigned to be the
speaker, the other the listener. It was the task of the speaker to describe objects in an
array (see Fig. 2) in a way that the listener could identify it on their screen. The
manipulation was such that on certain trials, the speaker was asked to describe one of
three identical objects differing in size. One of these three objects was not visible to the
listener, and the speaker was aware of this. Therefore, if the speaker considered the
listener’s perspective they would describe the object in a way that ignores the third,
“hidden” object. However, if they did not, they would describe the object using the
term “medium”. This would make it hard for the listener to identify which of the two
objects they see is the “medium” one. There was no feedback, nor were clarification
questions allowed, and thus the speaker could complete the task however they wanted,
even if it made it difficult for the listener. In the Vanlangendonck study [12], they
showed that when participants complete this task together, the speaker adapts their
responses so that the listener can better identify the objects 70% of the time. When the
speaker conducted the same task alone, they would adapt their responses significantly
less (p < .001).

The Vanlangendonck study [12] also measured the brain activity of the speaker
using fMRI while participants conducted this task, and showed significant activation in
the medial prefrontal cortex (activated when thinking about the mental states of others)
and in the temporoparietal junction (an area important for inferring the temporary states
of other people, such as goals, intentions, and desires). The study therefore illustrated
that when conducting this task, participants “put themselves in their partner’s shoes”
when describing the objects. Our assumption is that participants will only do this if they
believe that their partner has a mental state to consider, i.e. a mind of their own.

In the current study, we will conduct a replication of the Vanlangendonck study,
but have participants pair up with a text-based chatbot. If the participant believes that
the chatbot has a mental state that needs to be considered, then participants will adapt
their description of the objects significantly more than when they conduct the task
alone. We further predict that the proportion of adaptation will be less than those
reported in Vanlangendonck and colleagues, as we do not assume that the chatbot we
use is humanlike enough to warrant that much adaptation. This gradient of adaptation
will therefore allow this simple task to be used to measure how close a chatbot is to
being humanlike, according to the perception of the user.
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2 Methods

2.1 Participants

Thirty-nine native Dutch speakers (32 female, 1 undisclosed, Mage: 19.18 years, SDage:
1.49) were recruited from the Radboud Universiteit Nijmegen student participant
database. The high proportion of females does not concern us, as our chatbot was
designed to be gender neutral (see below).

The participants gave digital informed consent before the start of the experiment.
Participants were rewarded with one credit for their participation. The study was
approved by the Ethics Committee Faculty of Social Sciences of the Radboud
University Nijmegen (ECSW-2018-117).

2.2 Procedure

Participants were invited to complete an online experiment consisting of two tasks they
would complete together with a text-based chatbot (a cinema-task and a referential
communication game), and one task by themselves (the non-communicative version of
the referential communication game). The order of the chatbot and non-chatbot tasks
was randomized.

Cinema-Task. This task functioned as a cover-story so that the participants would
interact with the chatbot for a significant period of time to get a stable impression of it.
This task is based on the one described in van der Kallen [13], the results of which
showed that the cinema-task was long enough for participants to rate different chatbots
significantly differently (N = 160, p < .001). The participants were instructed to
complete two tasks with a chatbot named Tomke. The name was chosen to be gender
neutral to negate any possible gender-based influences. In the cinema-task, Tomke
would pretend to be a cinema-assistant chatbot, and the participant’s goal was to extract
information in order to answer the following questions: “Which films are playing
tonight?”, “How much does a ticket cost?”, and “How can you best reach the cinema
by train?” The messaging system was set up so that the left panel displayed the
conversation with Tomke and the right panel displayed the three questions for easy
reference (Fig. 1A). Once the participant had all the information they needed, they
would communicate this to Tomke, who would direct them to the next page. This page
contained the same three questions, which the participant then had to answer.

Referential Communication Game. This task directly followed the cinema-task for
all participants. The task is based on the one described in Vanlangendonck and col-
leagues [11, 12].

Participants were informed that they would view an array of objects that they would
have to describe for the chatbot. The chatbot, however, could only see the opposite side
of said array. Each array contained 3 closed slots on either side.

Participants completed 120 trials. On each trial, the participant described a specific
object in the array in a way that would allow the chatbot to select the correct object
from their side of the array. During the first phase of the trial (3000 ms), the participant
saw their side of the array. Then the participant was cued by means of a red circle
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around one of the objects, and described this object by typing it into the chat window.
The cued object was always mutually visible. Participants were instructed not to use
descriptions referring to the position of the object in the array, such as ‘upper left
corner’ or ‘rightmost’. Participants were not given any on-screen or verbal feedback

Fig. 1. The set-up of the online tasks. A. During the cinema task, the chat panel was on the left,
a brief description of the task on the right. Translation of the chatbot text: “To get information,
you can use different commands. These commands should be the topic of your inquiry. This bot
does not respond to full sentences but to single word written in CAPSLOCK. For example, type
the word PROGRAMME to see which films are playing in the cinema” B. During the Referential
Communication Game, the chat panel was on the left, the array with objects to describe was on
the right. Translation of the chatbot text: “Are you ready to do this last task together?” User
response: “Yes!” (Color figure online)
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about their performance, as is similar to the human version of this task. The left panel
was again the chat window, and the right panel now displayed the array (Fig. 1B).

Non-communicative Referential Communication Game. This task could either be
presented before the cinema task or after the referential communication game (pseudo-
randomized across participants). This version was identical to the referential commu-
nication game, except participants were instructed that they should describe the objects
for themselves, that they are not completing this with a chatbot.

2.3 Materials

Chatbots. Two different chatbots were used in this experiment. One chatbot used
complete sentences, whereas the other used single words in capitals. The aim of using
two different chatbots was to ensure a wide range of opinions from the participants. The
comparison between these two different chatbots are discussed in a different paper; for
this current article the data is compiled together.

The chatbots are based on those used in van der Kallen [13]. The chatbots were built
using IBM Watson Assistant. The JSON codes for these chatbots are available upon
request. The chatbots, as well as the complete experiment, was hosted on a Node-RED
Starter Buildpack from IBM, the flow for which is also available upon request.

Referential Communication Game. The number, size, and visibility of the relevant
objects were manipulated to create 6 conditions (Fig. 2). In the audience design con-
ditions (left column, Fig. 2), participants saw an extra competitor object that the
chatbot could not see. In the obligatory audience design condition, participants saw 3
relevant identical objects of different sizes: One target object, one occluded competitor
object, and one mutually visible object. The target object was always the medium-sized
object of the 3 objects. If participants described this object from their own perspective,
they would call it the medium object. On the other hand, if participants considered the
perspective of the chatbot, they would ignore the occluded object and call the medium-
sized object small or large. In the advisable audience design condition, participants
saw 2 relevant identical objects of different sizes: One target and one occluded com-
petitor object. Given that the chatbot could see the target object but not the competitor
object, participants did not have to use a contrasting size adjective.

In addition, there were two control conditions. In the linguistic control condition
(middle, Fig. 2), the occluded object was replaced by another, unrelated object. As a
result, participants saw one relevant object fewer in these conditions than in the
audience design conditions. These were named linguistic control conditions, as par-
ticipants were expected to produce the same description in these trials as on successful
trials in the audience design conditions. In the visual control conditions (right, Fig. 2),
the object that was occluded in the audience design condition was visible to both the
participant and the chatbot. As a result, both could see all relevant objects. These were
named visual control conditions, because participants see the same number of relevant
objects as in the audience design conditions. Neither of these control conditions
required the participant to take into account the perspective difference with the chatbot
in order to communicate successfully.
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Twelve different empty virtual arrays were created. The arrays were filled with 6 to 8
objects chosen from a total of 22 objects selected from the Object Databank (courtesy
of Michael Tarr Lab, Brown University, Providence, RI). Each object could appear in 4
different sizes to make sure that the participants could not rely on absolute size.
Depending on the condition, participants saw 1, 2 or 3 relevant objects of the same type
but different sizes. The remaining objects were fillers that also appeared in sets of 1, 2
or 3 objects of the same type to make sure participants could not predict which objects
would be relevant. We made sure that the participants always saw the same total
number of objects in a trial by adding additional filler objects to the occluded slots if
needed.

For each participant, 120 trials were created with 20 repetitions across 6 conditions.
Each participant was given the same object list, although it was randomized for each
instance.

Fig. 2. Overview of the six conditions from the participant’s point of view, and the expected
speaker responses. In the audience design conditions, speakers can either describe the target
objects (circled in red) from their own perspective (“medium glass”, “small vase”), or take into
account the chatbot’s perspective (“small glass”, “vase”). There is no relevant perspective
difference in the linguistic and visual control conditions. The green squares were added to the
figure for clarification, and were not visible to the participants during the experiment. They
indicate the objects that differ between conditions. Adapted from Vanlangendonck et al. [11].
(Color figure online)
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2.4 Statistical Analysis

The output files were coded for adjective use. We created three variables: (1) Use of the
adjective small/large, (2) use of no adjective, and (3) whether the descriptions reflected
an adaptation to the chatbots perspective. All variables were coded as the binomial
variables 0 (no) and 1 (yes).

The data was analyzed using binomial mixed-effects models, using the lme4
package (version 1.1-19; [14]) in R [15]. We used a maximal random-effects structure
as was justified by the data [16]: The repeated-measured nature of the data was
modelled by including a per-participant and per-item random adjustment to the fixed
intercept (“random intercept”). We included the fixed effect as a random slope in the
per-participant random intercept for all models reported below. We used sum contrasts
for all binomial variables, and dummy contrasts for all factors with three levels.

3 Results

Participants correctly answered the three cinema questions, indicating that they inter-
acted with the chatbot for a significant period of time. Out of the 9360 trials collected,
2.8% included unusable responses (no response or a response mentioning something
other than the object description) and were a priori removed from the dataset.

3.1 Adjective Use

The pattern of results when looking at each of the 6 conditions individually mirrors
those reported in the human-human version of this task [11]. Figure 3 illustrates the
adjective use per condition.

Fig. 3. The proportion of the participants’ small/large and bare noun responses for the
obligatory (left) and advisable data (right). Bars indicated standard error of the mean.
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As expected, the participants mostly produced utterances that contained a
small/large size adjective (85.7%) in the obligatory linguistic control condition and
mainly medium responses (94.1%) in the obligatory visual control condition. Both the
difference in adjective use between the obligatory audience design condition and the
linguistic control condition (b = 3.52, SE = 0.57, p < .001) and the difference in
adjective use between the obligatory audience design condition and the visual control
condition were significant (b = −4.10, SE = 0.67, p < .001). This is a replication of the
results found in [11]. However, the overall proportion of adaptation in the obligatory
audience design condition was a lot less. For example, in [11] the authors reported that
the speakers mainly (89.9%) produced small/large adjectives in the obligatory design
condition, whereas we observed only 46.6%. This means the participants used the
adjective medium, which is an accurate description of the target object but from the
participants perspective, 53.4% of the time.

In the advisable linguistic control condition, the participants mainly produced base
nouns (64.0%), and in the visual control condition they predominantly used small/large
responses (95.7%). We again found a significant difference between the advisable
audience design condition and the linguistic control condition (b = 3.34, SE = 0.57,
p < .001) and between the advisable audience design and visual control conditions
(b = −2.57, SE = 0.80, p = .001). However, again the proportion of adapted responses
was very low (36.2%) for the audience design condition.

This suggests that participants did not adapt their responses to take the chatbot’s
perspective into account. However, we hypothesized that the magnitude of adaptation
in the chatbot version of the Theory of Mind task would be less than the adaptation
seen in the human-human version of this task. In order to validate that this task can be
used with chatbots, the amount of adaptation exhibited by the participants should be
significantly higher when conducting the task with the chatbot than when the partici-
pants conduct the task alone.

3.2 Communicative vs. Non-communicative

Only the audience design conditions were used for the analysis (left panel, Fig. 2). The
model included the sum-contrasted fixed effect Condition (communicative versus non-
communicative; within subjects), random intercepts for participant and item, as well as
Condition as a random slope for both. Table 1 reports the mixed model outcome.

There is a significant difference between the proportion of adapted responses when
the participants believed they were communicating with a chatbot compared to when
they believed they were conducting the task alone, even though the tasks were iden-
tical. Figure 4 illustrates this effect compared to the results from the Vanlangendonck
study [12], in which participants interact with another human. Figure 4 shows that even
though there is a difference between the communicative and non-communicative tasks
when the participant conducts it with a chatbot, the percentage of adapted responses
with a chatbot is much lower than when the same task is conducted with another human
(41% vs. 70%).
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4 Conclusion

This study proposes a short task to implicitly (automatically and unconsciously)
measure whether participants perceive a chatbot partner to have their own mental state.
This task will allow future researchers to quickly and effectively test and compare
chatbots across laboratories. Additionally, once a database of results has been created,
it will allow for meta-analyses to explore which social characteristics ensure the highest
degree of perceived agency in a social chatbot.

The task proposed, the Referential Communication Game [12, 17, 18], consists of
participants describing objects in an array to a text-based chatbot. They were not given
feedback on their performance, and hence the task would proceed whether participants
adapted their responses for the chatbot or not. However, despite this, participants
adapted their responses significantly more when they interacted with a chatbot (41%)
than when they conducted the task alone (23%; SD: 4%). This result suggests that
participants do believe at some level that the chatbot would appreciate it if the

Table 1. Summary of the binomial mixed effects model for the response Adaptation between
the communicative and non-communicative conditions of the referential communication game.

Coefficient SE z value p value

Intercept −1.43 0.36 −3.94 <.001 ***
Condition 0.63 0.26 2.39 .017 *
N = 3036, log-likelihood = −1138.8

Fig. 4. Proportion of adapted responses per partner type. Data for the human partner was taken
from Vanlangendonck and colleagues [12]. Error bars represent standard error of the mean.
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participant would adapt their responses to make it easier for the chatbot to identify the
object, suggesting that, implicitly, participants believe that the chatbot has some sort of
mental state.

Another conclusion is that participants adapted their responses because they
believed the chatbot was programmed to only understand them if they described the
objects in a certain way. However, as this task does not give any feedback, the par-
ticipants are not rewarded for their extra effort (as it is effortful to take the perspective
of another person, as shown in the Vanlangendonck study [11, 12]), and hence they
may stop halfway through the task and continue in the non-adapted fashion. This could
explain why their average score is higher than the non-communicative version, but not
as high as the human results. This explanation draws parallels to the human-human
version of this task, where the participant also does not get feedback and it is only the
internal motivation of the participant to take the perspective of their partner into
account that dictates their overall performance. Further data collection will allow for a
trial-by-trial analysis of the task.

In this study, participants adapted their responses when they completed the Ref-
erential Communication Game with a chatbot, with a higher adaptation rate in the
communicative version of the task than the non-communicative version. In order for
this task to be the new universal tool with which to compare chatbots, the Referential
Communication Game also has to be sensitive to differences between different chat-
bots. Future research will continue to investigate this task to determine if it is sensitive
enough to efficiently measure different chatbots, and hence whether it is fit to become
the new universal tool to measure chatbots.

The power of this task is not only in its simplicity, but also in its efficiency.
Previous quantitative research with chatbots would require a two-way comparison:
How did the new chatbot perform compared to an older version? With the Referential
Communication Game, this comparison is no longer necessary. Participants only need
to interact with one chatbot, and the average performance of these participants will rank
the new chatbot against all other chatbots previously created, with the aim of devel-
oping one that will be close to the human score of 0.70.
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Abstract. This qualitative interview study explores age differences in percep-
tions of chatbot communication in a customer service context. Socioemotional
selectivity theory and research into technology acceptance suggest that older
adults may differ from younger adults in motivations to use chatbots, and in
perceived complexity and security of this chatbot communication. The in-depth
interviews with older adults (54–81 years; N = 7) and younger adults (19–30
years; N = 7) revealed that both groups were aligned in their prime motivation:
They used chatbots to get their (simple) customer queries answered in a fast and
convenient manner. However, they seemed to differ in their need for additional
human contact. In both age groups, there were participants for whom it was easy
to communicate with chatbots, and the two groups were united in their frus-
trations when the chatbot did not understand and answer their queries. They
were aligned as well in the difficulty they experienced in assessing the security
of the chatbot. The two age groups may differ in the factors that contribute to
perceived ease of use and perceived security. Directions for future research and
implications for the implementation of chatbots for customer service are
discussed.

Keywords: Chatbots � Customer service � Age differences � Qualitative
interview study � Older adults � Motivations � Technology acceptance

1 Introduction

Chatbots, or disembodied conversational agents [2], are increasingly used in customer
service: Customers can type their questions in a dialogue screen and receive answers in
natural language. Chatbots for customer service are still an emerging technology [7].
For companies it is important that customers of all ages are satisfied with the chatbot
conversations, or at least do not feel alienated from the company due to the imple-
mentation of chatbot communication.

Based on previous research in other areas, there are two important reasons to
suspect there may be age differences in perceptions of chatbot communication. First,
socioemotional selectivity theory (SST) [5] outlines how motivations and social pref-
erences change as people age. Consequently, older adults may also differ from younger
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adults in their motivations to use chatbots. Second, research in the field of technology
acceptance indicates that perceived ease of use and perceived security of several
technologies are not the same for older versus younger adults [8, 14], which implies
that there also may be age differences in perceptions of chatbot communication.
Therefore, the aim of the current qualitative interview study is to explore whether older
adults (54–81 years) and younger adults (19–30 years) differ in their motivations to use
chatbots in a customer service context, and in perceived ease of use and perceived
security of this chatbot communication.

This qualitative study contributes to our understanding whether and how age dif-
ferences should be taken into account in future studies on chatbot communication, and
whether SST [5, 19] and models focusing on technology acceptance [4] are useful
frameworks for this line of research. Moreover, the study helps practitioners – who are
involved in chatbot implementation – to understand whether older customers have a
unique set of motivations and needs that should be accommodated for in age-specific
ways.

2 Background

2.1 Motivations

Applying uses and gratifications theory, Brandtzaeg and Følstad studied the motiva-
tions for chatbot use among 16–55 year olds. They found that productivity was the
main reason for using chatbots: Participants mainly used them to obtain assistance or
information, and noted chatbots’ ease, speed and convenience. Other motivations
included entertainment, social or relational purposes, and novelty/curiosity [3].

We argue that research on the development of motivations across the lifespan
suggests that age groups may differ in the prevalence and specifications of the afore-
mentioned motivations for chatbot use. A theory on motivational changes that has been
particularly influential in gerontological research is socioemotional selectivity theory
(SST) [5]. SST outlines that there are fundamentally two goal categories: knowledge-
related goals and emotionally-meaningful goals [5]. These two categories tend to
switch in prominence as people perceive their lifespans to become more finite. Car-
stensen argues that young adults seek activities that lead to more knowledge acquisi-
tion, whereas older adults seek activities that provide an emotional reward. Since this
theory concerns socioemotional selectivity, it offers an explanation of reduced rates of
interaction in later life: As adults go through their life, their social circles become
smaller, because ageing individuals start to value and seek more meaningful social
interactions, while younger adults cast a wider social net for the benefit of gaining more
information.

The current paper assumes that SST can be relevant for research into chatbot use,
since chatbot communication is a type of dialogical communication that resembles
social interaction. Applying SST, we could expect that the information-related moti-
vations (part of the main motivation identified by Brandtzaeg and Følstad) would be
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more prevalent among younger customers, whereas the social and relational motiva-
tions [3] would be more essential for older adults. In addition, the diminishing of social
circles identified in SST research could imply that ageing individuals lack the moti-
vation to use chatbots, instead relying on friends or family to help them with their
customer support needs, or preferring human customer service agents over chatbot
communication.

Since applying SST to chatbot communication is novel and the potential expec-
tations regarding age differences in this domain are merely speculative at this point, we
conducted a qualitative interview study to answer the following research question:

RQ1: How do older and younger adults differ in their motivations to use chatbots in
a customer service context?

2.2 Technology Acceptance

Models of technology acceptance, such as the Technology Acceptance Model
(TAM) and extensions thereof, outline a number of factors that impact technology
adoption [4, 11]. Perceived ease of use and perceived usefulness are central in these
models [11]. In the present study, perceived usefulness is addressed in our first research
question. Perceived ease of use is also important in the comparison between older and
younger adults. After their review of TAM literature, Marangunić and Granić con-
cluded that older adults are a target group of specific interest as age plays a major role
in the interaction with technology [11]. A focus group study in which older adults
discussed their use of and attitudes regarding technology in the context of home, work,
and healthcare found that particularly perceived ease of use (and usefulness) were
related to their technology adoption [14]. Due to this previously found association
between age and technology use, and the importance of ease of use for older adults, the
present interview study sets out to describe potential age differences in perceived ease
of use of chatbot communication.

One other aspect where age differences may be particularly at play is perceived
security of a new technology. An interview study on trust in chatbots in customer
service found that perceived security is one of the factors that affects this trust [7]. The
abovementioned focus group study among older adults revealed that older adults often
noted security considerations as a reason they disliked using technology, ultimately
impacting their technology acceptance [14]. Moreover, previous studies found that
older users lagged behind younger users in expertise regarding (internet) security
hazards [8]. Thus, on the one hand, perceived security may be of particular importance
for older adults, whereas on the other hand they may be less aware of security risks.

In sum, age differences in perceived ease of use and perceived security of chatbot
communication in a customer service context can be expected, but are this point merely
suggestions that have not yet been subjected to empirical scrutiny. Therefore the
second research question is:

RQ2: How do older and younger adults differ in perceived ease of use and per-
ceived security of chatbot communication in a customer service context?
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3 Method

3.1 Sample Composition

Interviews were conducted among two distinct age groups. The older group (N = 7)
consisted of adults aged 54–81 years, because businesses typically consider consumers
aged above 50 or 55 years as older consumers [13] and because in related experimental
research the older adults were also aged 52 or 53 years and older [10, 16]. The sample
consisted of five women and two men. They lived in various regions in the United
States. Education was varied, ranging from high school to post doctorate level. The
younger group consisted of adults aged 19–30 years, with three women and four men.
Three participants in this group lived in the Netherlands and four participants lived in
the United States. Education in this group varied from high school to master’s degree
level. Except for the 81-year old lady, all participants had previous experience with
using chatbots.

3.2 Interviews

The study was approved by the Ethics Review Board of our university. The second
author asked people in his personal network whether they were willing to be inter-
viewed, and he also solicited on Facebook. He conducted the three interviews in the
Netherlands face-to-face, and the interviews with participants from the United States
through video chat via Google Hangouts. All interviews were conducted in English,
and participants signed a consent form prior to the interview.

During the interviews, participants communicated with two chatbots for customer
service. They could choose the chatbots of Amtrak, Macy’s, or Verizon. In the face-to-
face interviews, participants could also choose the bots of Hipmunk, Kayak, KLM, or
Tommy Hilfiger. Thus we gathered perceptions regarding chatbots that were used by
various types of companies, and that were also varied in human-like features. Once the
chatbot connected to a live agent or the participant said the conversation was finished,
the interviewer started asking questions.

The interview guide consisted of four topics. Topic 1 aimed to tap into the par-
ticipant’s experiences with this specific chat. It started with an open-ended question:
“Please share with me all your experiences during this chat”. Subsequently they were
shown a blobtree (blobtree.com), and asked to explain which character(s) best
described their experiences during the chat. They were also asked how their perception
of the chat (potentially) related to their perception of the company. Topic 2 explored
their technology acceptance. They were asked what they (dis)liked about the chat, and
what they found easy or difficult. They were also asked to rate the complexity, relia-
bility and security of the chatbot (on a scale 1–10), and to explain the rating. Topic 3
was about their motivations. They were asked to explain why they would use this
chatbot in the future again (or not), what they expected from the bot, and whether these
expectations were met. Topic 4 asked them to reflect more broadly on the usefulness of
chatbots for customer service, and whether they thought a chatbot was useful for only
certain questions or certain companies.
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3.3 Data Analysis

Interviews were transcribed verbatim and uploaded in the computer program Atlas.ti.
The second author conducted the open coding, a procedure commonly used as the first
step in the Grounded Theory Approach [6], that enables the researcher to study the
materials in a fine-grained and detailed manner. Subsequently, the second author
suggested several possible categorizations that could help to present the findings. After
several rounds of discussion and adjusting, the authors decided on a categorization,
presented in three tables in a previous version of this paper. Following the advice of
reviewers, we decided to merge some of the categories, which resulted in the cate-
gorization presented below.

4 Results

In this section, we answer the two research questions. The findings are displayed in
tables, by presenting quotes that exemplify each category. Frequencies refer to the
amount of older versus younger participants that mentioned a certain aspect and are
merely provided as an illustration of what we encountered in the interviews. These
frequencies should be interpreted with caution, because of the small sample sizes and
because we asked very open-ended questions (which means that participants may not
have spontaneously expressed a certain perception, but would indicate that this per-
ception applies to them when asked about this directly).

4.1 Age Differences in Motivations

Regarding RQ1 about age differences in motivations, we found that both age groups
were aligned in that their prime motivation was to get their customer query answered
(see Table 1). In both groups, some participants specified that bots are mainly useful
for simple “black and white” questions, in areas such as e-commerce (for instance when
one has questions about the shipping of products), technical support, banking, travel
and government, and for scheduling appointments. Participants in both groups
acknowledged that for more complex, urgent or personal questions (including health
and medical issues), it may be better to talk to a person than to a chatbot. In our sample,
there was only one interviewee (P13, 54 years) who did not see chatbots as useful for
getting questions answered. She was angry about this type of machines that take up her
valuable time and have no clue what she is talking about. She only used chatbots to be
connected to a live agent.

Also, most interviewees in both groups applauded the ability to receive answers in a
fast, easy, and convenient way. Specific advantages were that chatbots enable them to
avoid long phone waits, help them to navigate the company’s website, and that
interviewees were able to multitask while communicating with a chatbot.

However, a difference between the two age groups seemed to be their assessment of
the human factor. In our sample, older individuals seemed more inclined to use chatbot
communication as a stepping stone for human contact (i.e. to connect to a live agent),
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Table 1. Motivations for using a chatbot for customer service

Older adults Younger adults

To get an
answer to a
customer
query

n = 6
“Well, to get an answer” (P12, 81
years)
“I would use it for a simple problem,
a single simple problem. I would not
use it for a complex problem or a
problem with multiple elements to
it” (P9, 67 years)

n = 7
“I expected that he gave me a fast
answer to my problem. And to fix
it” (P3, 19 years)
“It’s kind of like an FAQ where you
can just like type in your question
and answer it. I definitely find them
to be useful in that aspect but
anything more complex I think it’s
a little harder for them” (P4, 30
years)

Ease, speed,
and
convenience

n = 6
“Quick, easy, succinct. Saves time”
(P11, 65 years)
“I think they are useful to avoid long
phone waits” (P9, 67 years)
“Because I would say there’s a lot of
times when I’m internet shopping
for example and I can’t find
something and I know it’s there […].
But the website keeps coming back
saying no. […]. So that’s when I
typically will open the assistance
thing and say help me” (P10, 62
years)
“Kind of allows me to do other stuff
while I’m working on the chatbox.
You know, like multitasking” (P8,
60 years)

n = 7
“It’s super-fast and convenient”
(P2, 30 years)
“We all know how annoying it is to
call the company […] and they
leave you on the wait for five six
minutes” (P1, 28 years)
“It feels like an easier way to
navigate their help center without
actually like going through and
searching through a bunch of
articles” (P5, 29 years) “I can
multitask. I can feed the baby and I
can ask the question” (P7, 27 years)

To connect to
a human agent

n = 3
“The only thing I liked about it was
eventually I got to speak to an actual
human being” (P13, 54 years)

n = 1
“Interviewer: What was your
favorite part of this one?” “That it
offered the option to talk to a live
agent” (P6, 29 years)

To avoid
interacting
with a human
being

n = 0 n = 5
“Sometimes when you’re
interacting with humans you have
to be friendly. You have to be polite
and. Maybe you had the worst day
in your life when you still have to
be polite whereas a chatbot you’re
like. You don’t have to pretend or
act in a way that you don’t want.
You can just be yourself be natural
in the mood that you are” (P1, 28
years)
“I don’t like talking on the phone”
(P5, 29 years)
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whereas younger interviewees were more insisting that chatbot communication helps to
avoid human contact. This may signal that older adults value human contact more than
younger adults.

4.2 Age Differences in Technology Acceptance

Perceived Ease of Use. Regarding perceived ease of use, we found that in both age
groups there were interviewees who expressed that it was easy for them to use the
chatbots. Table 2 shows what they said was easy for them. First, some interviewees
provided the overall evaluation that it was clear to them how it worked. Second, some
commented more specifically on the smooth interaction. In the older group one of the
interviewees applauded the writing style used in the conversation. In the younger
group, interviewees noted that the interaction resembled talking to a person or using
other devices, and that it was likeable that the chatbot asked for feedback. Third, a
specific issue of interest regarding the design of chatbots is the use of preloaded
options, i.e. buttons. Several interviewees said that the availability of such buttons
helped the conversation.

Table 2. Perceived ease of use of chatbots for customer service

Older adults Younger adults

Easy
Clear how it
works

n = 5
“There is absolutely no
misunderstanding of what I was doing
or challenge. I guess it was clear very
clear” (P8, 60 years)

n = 3
“I find it to be easy. Just because
it’s pretty straightforward. Once
you click on the link it takes you
right there. And all you have to do
is your name and your email
address and make your question”
(P4, 30 years)

Smooth
interaction

n = 1
“Sometimes you can get into tech
support that’s run by someone who is
using English as a second language and
it can
get complicated fairly quickly. This
seems to be very.. it’s well written”
(P10, 62 years)

n = 4
“It was so easy for me, just to type
in a few things, it was almost like
talking to my wife” (P5, 29 years)
“It was like back in the day when
we used aim [AOL Instant
Messenger]” (P7, 27 years)
“I think that part of it has to do
with like the real time feedback.
So it was like continue to ask me
like ‘does this give you the
information that you needed’.
Like ‘are you satisfied with this
information?’” (P6, 29 years)

(continued)

Exploring Age Differences in Motivations for and Acceptance 179



On the other hand, there were interviewees who did not experience the chatbot
communication as easy. This was particularly the case when the chatbot did not
understand and answer their questions. This led to quite some frustrations. In addition,
both groups outlined some difficulties in the interaction, albeit slightly different ones. In
the older group, some interviewees said that too much information was given at once:
too much information was provided in a single response, or too many answers or links
were provided at the same time. Interviewees in the younger group also experienced
this problem, and also noted that the navigation was inconvenient at times (particularly
because of toggling between several screens). They also mentioned that it was not clear
how to type: They were trying to find out which way they needed to formulated their
questions in order for the bot to understand them. Lastly, there were some roadblocks

Table 2. (continued)

Older adults Younger adults

Preloaded
options to
choose from

n = 1
“So do you find having options laid out
beforehand helpful?” “Yes […] So to
give me the option to find my solution
without going all over the place” (P8,
60 years)

n = 4
“It was pretty easy because
actually the way like after you say
from where you want to depart, it
like gives you options so you can
like choose” (P1, 28 years)

Not easy
Chatbot did
not answer
the question

n = 4
“It had no f@cking clue what I needed
or wanted” (P13, 54 years)

n = 4
“I’m frustrated, I am feeling like
what the hell you guys” (P7, 27
years)

Unclarities in
the interaction

n = 4
“I think they try to combine too many
steps into you know per response” (P9,
67 years)

n = 6
“I would remove all the links here
because it’s a little confusing”
(P7, 27 years)
“It kept toggling back and forth
between several screens,
confusing” (P6, 29 years)
“I was framing or phrasing the
sentences in a way that I thought
that the chatbot could read it” (P5,
29 years)

Roadblocks to
get to the
chatbot

n = 1
“It was a little complex because I
couldn’t find her right away” (P14, 59
years)

n = 3
“Is it something that you use
weekly or monthly?” “No. First
because it’s not that easy to find
chatbots” (P2, 30 years)
“The part in the beginning where
you are required to put your name
and stuff. […] It felt like an
unnecessary roadblock to get to
the chat” (P6, 29 years)
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to get to the chatbot, either because the chatbot was difficult to find or because personal
information had to be filled out before starting the chat.

Perceived Security. Regarding perceived security, the overall finding was that inter-
viewees in both groups had a difficult time assessing how secure the chatbot interaction

Table 3. Perceived security of chatbots for customer service

Older adults Younger adults

Unable to determine whether chatbot is secure
n = 2
“Is it secure? There is no way to
assess that” (P9, 67 years)

n = 5
“I don’t know exactly what to
think about it” (P3, 19 years)

Secure
Assumption that it
is secure

n = 3
“I’m not sure how secure it is.
I guess 10” (P11, 65 years)

n = 2
“9. I don’t have any reason to
assume it is not secure” (P2, 30
years)

Because of how
chatbot deals with
personal
information

n = 0 n = 2
“9. They didn’t ask for any of my
personal info” (P5, 29 years)

Because of
company
perception

n = 0 n = 1
“It’s a big company, you just trust
them” (P3, 19 years)

Not secure
Assumption that it
is not secure

n = 0 n = 1
“1. Just because these days […]
people sell your number and your
credit card, I don’t trust it” (P7, 27
years)

Because not
intelligent enough

n = 1
“There’s no way I would type in
my credit card information to a
chat where it doesn’t even know
what I’m saying” (P13, 54 years)

n = 1
“Lower, because I did not get the
answer I was looking for” (P2, 30
years)

Because of the
informal chat
interface

n = 0 n = 1
“I just feel like weird giving my
information to a chatbot […]. It’s
because of the chat interface,
giving the feeling of being in like
more of an unofficial space” (P6,
29 years)

Because company
reads the
conversation

n = 1
“Secure? 0. Anybody that works
there can pull up that transcript
and see it” (P13, 54 years)

n = 0
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actually was (see Table 3). They either concluded that they were unable to determine
whether the chatbot was secure, or they just made the assumption that it was secure, or
not.

Interviewees put forth only a few factors that they applied to guess how secure the
communication was, and the two groups slightly differed in the factors that they
mentioned. The older group did not mention any factors that led them to believe the
chatbot was secure. In the younger group a few interviewees thought the chatbot was
secure because it did not ask for their personal information, or because it was the
chatbot of a big company. In both groups, only a few interviewees mentioned factors
that led them to believe the chatbot was not secure. One of the points mentioned was
that if the chatbot cannot even understand or answer their question, they would not feel
comfortable with entering their personal information. They also said that the informal
interface and their guess that anybody in the company can read the conversation makes
them believe the interaction is not secure.

5 Discussion

In the discussion section, we first connect the findings regarding age differences in
motivations and technology acceptance with the available literature, and suggest how
to move ahead with research in these areas. Subsequently, we outline practical rec-
ommendations. Finally, we present limitations of the current study that also imply
directions for future research.

5.1 Age Differences in Motivations

The first research question asked how older and younger adults differ in their moti-
vations to use chatbots for customer service. In the interview study, the two age groups
were aligned in their prime motivation: Customers use chatbots to get their (simple)
customer queries answered in a fast and convenient manner. With that, our findings (in
some cases quite literally) echo findings from previous qualitative research into
experiences of chatbot communication [3, 7]. It makes sense that these are the key
reasons to use a chatbot in customer service, regardless of a customer’s age.

However, the interviews did give the impression that the “human touch” (i.e.,
talking to somebody on the phone) may be more important for older segments of the
population, whereas some younger adults actually used chatbot communication to
avoid human contact. Interestingly, a quantitative survey among a representative
sample of Dutch consumers aged 18–65 years found that age was not a significant
predictor of usage, attitudes and satisfaction regarding brand chatbots, but that it was a
predictor of the preference for human contact over a chatbot: Older respondents were
more likely to express this preference [1].

Our study and these findings can be seen as a first step towards building a theory
that helps explain how age groups (potentially) differ in their motivations to use
chatbots. Especially the finding that age groups may differ in their preference of chatbot
communication over human contact, or vice versa, requires further investigation.
Before we can accurately interpret this result, we need further qualitative research that
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describes more in-depth how people compare chatbot communication with commu-
nication with live agents (and human-human communication more generally), and why
they have a preference of one over the other. Only then, we can make statements about
what could explain this potential age difference. Socioemotional selectivity theory
(SST) [5] provided the theoretical impetus for the current study, and should still play a
role in such future research. Possibly, the current finding is in line with the SST
proposition that ageing individuals appreciate warm and meaningful social interactions
more than younger adults. However, it seems reasonable to also consider other
explanations – besides SST. An alternative explanation is the notion of media gener-
ations: Age groups also constitute different media generations that grew up with dif-
ferent media and thus differ in their attitudes toward those media [20]. The age
difference in preference for human contact may be a reflection of the observation that
the current younger generations are very familiar with communication through chat
interfaces and consequently become more hesitant about talking to people on the phone
(potentially experiencing phone anxiety). Only when qualitative research reveals more
about the comparison between chatbot- versus human communication, can we for-
mulate hypotheses to be tested in quantitative research. This should provide more
insight in the extent to which age groups differ in their preferences for chatbot com-
munication versus talking to human agents, and in the extent to which this is related to
life-span development (as outlined by SST) or media generational differences.

5.2 Age Differences in Technology Acceptance

The second research question asked whether older and younger adults differ in per-
ceived ease of use and perceived security of chatbots in customer service. In both age
groups, there were participants for whom it was easy to communicate with chatbots,
and both groups were also united in their frustrations when the bot did not understand
and answer their queries. They were aligned as well in the difficulty they experienced in
assessing the security of the chatbot. This latter finding is in contrast with a previous
qualitative study in which the participants did not consider it challenging to reflect on
trust in chatbots, and in which they reported stated or perceived security measures in
chatbots to be important for trust [7]. In the current study, only a few participants
mentioned factors that led them to believe the interaction was secure or not. There may
be age differences here, but further qualitative research is required to delve into this
more precisely. Subsequently, quantitative follow-up research is needed to assess
whether the prevalence of such factors systematically differs between age groups. Such
studies can use an extension of the Technology Acceptance Model [11] as framework,
thus contributing to more fine-grained insight in differential chatbot perceptions
between age groups.

5.3 Practical Recommendations

The interviews show that for both age groups it is essential that chatbots are answering
the customer queries in a fast and correct way, thus avoiding customers’ frustrations
[see also 7]. The participants also found it confusing when too much information was
provided at once, particularly when one was presented with several links or screens
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simultaneously. Older and younger adults may differ in the factors that contribute to
(not so) easy experiences and perceived security, but further research is needed to
further delve into these potential age differences. An aspect to take into special con-
sideration is that older adults seem to differ from younger adults in their considerations
regarding choosing a chatbot for customer service versus connecting to a live agent.
Older adults possibly still value the human touch more, which would mean that relying
on chatbot communication solely or predominantly can alienate older consumers
whereas they constitute such a large share of the population [17].

5.4 Limitations and Future Research

The exploratory nature of this study and its sample composition need to be taken into
account when drawing conclusions from this study. First, this study focuses on a subset
of all possible perceptions of chatbot communication. Whereas we focused on moti-
vations, perceived ease of use and perceived security, one could also expect age dif-
ferences in perceptions on a more granular level. For instance, experimental studies
found that older adults were more persuaded by a dominant (versus submissive) virtual
agent whereas younger adults did not show this bias [16] and that older adults –

compared to younger adults – perceive such agents as more empathic when they show
emotional nonverbal behaviors [10]. We aim to continue investigating how consumers
of different ages experience chatbots as new types of communication partners [9], and
we expect that – using SST as theoretical framework – age differences are particularly
prevalent in responses to emotional and human-like cues in such communication.

Second, regarding sample composition, it is relevant to keep in mind that our older
sample consisted of people aged 55 years and older. Although this is in line with
previous and related research [10, 16], 55 years is fairly young. Moreover, the age
ranges in both groups were broad (19–30 years versus 54–81 years), whereas hetero-
geneity even increases as people age [12, 15, 18]. Therefore, we recommend future
research to recognize that any age delineation of a sample is rather arbitrary, to use an
older cut-off point than 55 years, and to pay more attention to subgroups within the
ageing population. The quantitative survey among Dutch consumers identified par-
ticularly technology power usage (i.e., one’s comfort with the adoption of new tech-
nology or gadgets) and online self-efficacy (i.e., one’s assumptions about one’s own
level of ability to protect her or his data) as stronger predictors of usage, attitudes and
satisfaction regarding brand chatbots than age [1], implying that particularly these two
variables are important segmentation variables when aiming to identify subgroups
within the ageing population.

Third, interviewees in our sample resided in the United States as well as in the
Netherlands, but the current sample composition did not enable us to analyze whether
cultural differences play a role in perceptions of chatbot communication. Such cultural
differences should be explored in future research.
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Abstract. Analysing and improving chatbot dialogues – so-called chatbot
‘training’ – is key to the successful implementation and maintenance of chatbots
for customer service. Nevertheless, the details of this practice and what service
providers may learn from the analysis of such dialogues is not investigated in
current research on chatbots. As a first step towards bridging this gap in existing
knowledge, we present a study of the qualitative analysis of chatbots dialogues
in the context of the customer service department of a large telecom provider. In
total 406 dialogues, randomly sampled from all chatbot dialogues during a four-
week period, were included in the analysis. The analysis concerned the chatbot’s
ability to resolve customers’ requests, the quality in the chatbot dialogues, and
suggestions for improvements of the chatbot knowledge base generated through
the analysis. The findings shed light on characteristics of successful and
unsuccessful chatbot dialogues and the kind of improvements that may be
derived from such analysis. On the basis of the findings we summarize impli-
cations for theory and practice, and suggest future research.

Keywords: Chatbot dialogue analysis � Chatbot training � Customer
experience

1 Introduction

Chatbots are currently taken up among service providers as a means to provide fast and
efficient customer service. Through chatbots, service providers are able to provide
immediate responses to customer requests any time of the day, any day of the week.
Chatbots may serve as first line support in the chat channel, or be offered as an
alternative to chat with human agents [6, 18].

In current chatbots for customer service, customers typically make their request in
free text. The chatbot then interprets this text as reflecting one of a large number of
intents the chatbot is able to recognize and provides a predefined answer in return.
Enabling the chatbot to provide adequate answers based on such intent recognition is
referred to as ‘training’. A novel branch of customer service professionals has emerged
in parallel with the uptake of chatbots for customer service – so-called ‘AI trainers’.
The work of AI trainers is to go through customer-chatbot dialogues to check whether
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the answers provided by the chatbot are adequate responses to the customer requests,
and – if not – to extend and improve the chatbot’s content and capability for intent
recognition so that it may respond correctly to similar requests in the future.

The work of AI trainers is critical for the successful implementation of chatbots for
customer service. However, precious little research-based knowledge on this analysis
and improvement process is available. As a first step towards addressing this gap in
current knowledge, we present a study where we analysed chatbot dialogues at a
customer service unit in a large telecom service provider. The analysis provided insight
on (a) the degree of request resolution in the chatbot and details on failure to resolve,
(b) dialogue quality and characteristics of successful and unsuccessful chatbot dia-
logues, and (c) suggestions for improvement in the chatbot’s conversational capability.

The study contributes initial insight into an area largely overseen in the literature.
We hope it may serve as a point of departure for more extensive investigations.

2 Background

We understand chatbots, also referred to as conversational agents or virtual agents, as
conversational user interfaces to information and services. In this background section
we provide an overview of chatbots for customer service, current challenges, and some
details on chatbot technology and training.

2.1 Chatbots in Customer Service – Overview and Current Challenges

Driven by the success of voice-based assistants such as Apple’s Siri and Amazon
Alexa, and the major tech companies’ prioritizing of conversational computing, there
has been a surge of interest in chatbots for customer service (e.g. [1, 9, 10]). A range of
platforms are now available for chatbot development and training, including IBM
Watson, IPsoft’s Amelia, Google’s Dialogflow, Microsoft Bot Framework, and various
platforms from start-up companies.

The motivation for service providers to take up chatbots for customer service
include cost-efficiency in service provision and the opportunity for 24/7 chat-based
customer service, which may lead to improved customer experience. Customers have
been found to appreciate the immediate and accessible help provided by customer
service chatbots [4]. However, customers still note important challenges in chatbots for
customer service- in particular, when chatbots are not able to correctly interpret
requests [5] and chatbots’ inability to handle complex requests [8].

While the current surge of interest in chatbots for customer service is relatively
recent, chatbots have been exploratorily applied for this purpose since the turn of the
century [14]. However, many early chatbots for customer service have been abandoned
as they were not able to deliver the needed quality in the interaction. Mimoun et al. [16]
pointed out a gap between customer expectations and chatbot performance. Gnewuch
et al., [11] summarized other key reasons for chatbot failure in customer service,
including inability to provide engaging and convincing conversations and failure to
keep longer conversations in adherence to the conversation context.
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Several authors have pointed out the need to strengthen chatbot conversational
capabilities e.g. [7]. Research presented for this purpose includes, for example,
development of mechanisms to keep chatbot conversational context [2], leveraging of
sentiment analysis in chatbots [13], and development of generative chatbots for cus-
tomer service – that is, chatbots that are able to generate novel responses to novel user
requests on the basis of machine learning conducted on large dialogue datasets [19].

However, in spite of the research efforts on improving chatbot conversational
capabilities, there is a surprising lack of knowledge on the analysis and development
process involved in the training of chatbots for customer service – that is, the work
involved in the analysis and improvement of chatbot dialogues.

2.2 Chatbot Technology and Chatbot Training

Current chatbots for customer service are typically powered by artificial intelligence.
Such chatbots apply classical natural language processing techniques as stemming,
language detection, tokenization, in combination with deep learning approaches. These
techniques and approaches are combined to create natural language understanding
models which are, when trained properly, able to identify the intents of the customers’
requests to the chatbot. While some service providers explore voice-based chatbots for
customer service, most such chatbots are currently text-based.

The deep learning approaches used in the chatbots are mainly applied to predict the
customers’ intents from their written input, by so-called ‘supervised’ learning
approaches [17]. As soon as the intent is identified, the chatbot provides a predefined
answer in return – an answer which may be refined as the customer moves through a
dialogue tree by use of predefined answer options on buttons or links. This in contrast
to so-called ‘generative’ chatbots where also the chatbots’ answers are generated from
deep learning models based on large dialogue datasets (e.g. [19]). Generative chatbots
for customer service are, however, only at a pre-commercial research stage.

Hence, in current chatbots for customer service, quality in performance depends on
(a) correct intent prediction, (b) comprehensiveness of intents, and (c) quality in the
chatbot responses.

Correct intent prediction concerns the chatbot’s ability to adequately identify
which of its predefined intents that best reflects a customer’s free text request, and – if
no such intent exists – identify that it does not understand this particular request. To
enable correct intent prediction, the chatbot typically is provided a set of free-text
example phrases, so-called ‘training data’, for each predefined intent. For each intent,
the number of example phrases may range from a handful to several hundred
depending on the specificity and complexity of the intent. Intent prediction may be
improved through adding, changing, or removing example phrases from the training
data.

Comprehensiveness of intents concerns the chatbot’s ability to respond to a
sufficiently broad set of customer requests. A chatbot for customer service may include
several thousand intents to cover a sufficiently broad set of requests within its target
domain. However, an overly extensive set of intents may be counter productive, as it
may increase the risk of erroneous intent prediction (false positive), or failure to predict
any intent (false negative), in the case when more than one intent may be predicted as
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the one best reflecting the customer’s request. Improving intent comprehensiveness
concerns identifying unresolved customer requests and setting up novel intents, or
identifying unhelpful intents and removing or reworking these.

Quality in the chatbot responses concerns the textual responses from the chatbot
that are associated with predicted intents. These responses may or may not include
content from underlying web services. To improve the quality in chatbot responses this
textual content is reworked, something that requires communication skills and domain
knowledge rather than skills in analysis or technical development. Hall [12] makes a
particular point of the need to include writing skills in a team that develops conver-
sational user interfaces.

The process of improving chatbot intent predictions, intent comprehensiveness, and
responses associated with the intents is referred to as ‘training’ [3]. Note that such
intent-oriented training differs from the training on large corpora of text to support
generative chatbots (e.g. [19]).

3 Research Question

There is a lack in research on the improvement of chatbot dialogue through training.
This lack is surprising given the importance of this process for current chatbots for
customer service. Such chatbots are still in their emergence, and their sustained
development depends on their ability to respond adequately to customer requests and
also to provide good customer experiences. Chatbots unable to identify customer
intents, without a sufficiently comprehensive set of intents, or without quality content
in their responses associated with the intents, will likely fail. Hence, knowledge related
to the training of chatbots is needed.

A key part of chatbot training, is to move from raw dialogues between customers
and the chatbot, through analysis, to suggestions for improvement. As a first step
towards increased knowledge on how companies may improve their chatbots con-
versational capabilities, we formulate the following research question:

How can a service provider better understand and improve the conversational
capabilities of a chatbot for customer service by analysis of chatbot dialogues?

The research question invites to a study of what can be learnt from the analysis of
customer-chatbot dialogues, and how to utilize this learning for improving the chat-
bot’s conversational capability. Such analysis may concern chatbot request resolution,
the quality of the conversation, and characteristics of conversational successes and
failures. Improvements may concern updating of training data, extending or reworking
the total set of predefined intents, or improving on the textual responses.

4 Method

To answer the research question, we conducted a study involving analysis of dialogues
from a chatbot for customer service at Telenor, a major telecom provider, and sub-
sequent identification of possible improvements to the chatbot knowledge base. The
analysis process was conducted by a team of three analysts at the company – the three
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first authors of this paper. The analysts held different roles respective to the chatbot:
one AI-trainer with practical basis in the customer service domain, one researcher in
conversational computing, and one customer service manager.

In this method section, we present the particular chatbot for customer service, the
sampling and analysis of chatbot dialogues, as well as the process for using the analysis
findings to identify suggestions for improvement.

4.1 Telmi – The Customer Service Chatbot

Telenor is an international telecom provider. One of its operations, Telenor Norway,
introduced the chatbot Telmi for customer support early 2019, as a parallel option to
chat with human agents. However, whereas regular customer service opening hours is
08:00–20:00, the chatbot is available 24/7.

When users select the chatbot function they are explicitly told that Telmi is a chat
robot that “can help you with Telenor’s products and services”. The neutral robot
personality and clarification of domain constraints should motivate customers to state
their errand in a to-the-point and objective manner.

The chatbot was initially set up to provide help with frequently asked questions and
troubleshooting. Functionality was then extended to include guides to product offerings
and support for tasks such as get PIN or PUK codes, activate or order SIM card, get
information on data consumption, and block subscription. At the end of the study
period, the chatbot was able to identify and respond to about 2100 intents.

In the first half of 2019, during pilot and early phases after launch, Telmi has
handled about 175.000 conversations with customers. Within customer service opening
hours, 52% of the customers contacting the company by chat use Telmi while 48%
chose to chat with a human directly. The majority of the chatbot enquires originate
from smart phones (around 60% of the users). The others use computers (35%) or
tablets (5%) when interacting with the chatbot.

4.2 Sampling and Analysis Process

To review and improve Telmi conversational capabilities, a process for sampling and
analysis of chatbot dialogues was conducted in the period May 23–June 13, 2019. The
process spanned eight analysis workshops where the team of three analysts reviewed
and coded about 50 chatbot dialogues randomly drawn from the totality of Telmi
dialogues since the last workshop. The three analysts had to agree on a common
classification of each dialogue. This way of working ensured high quality of the
analysis (but it was not always time effective). The duration of each analysis workshop
was about 1,5 h. See Fig. 1 for an overview of the process.

Over the entire period, data was sampled from a total of 30033 chatbot conver-
sations. Of these, about 85% were completed with Telmi and 15% were escalated to a
human customer service agent. About 30% of the conversations were outside customer
service opening hours.

A total of N = 406 chatbot dialogues were analysed, which ensures a confidence
interval (margin of error) of plus-or-minus 5% and a confidence level of 95%.
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4.3 Three Topics of Analysis

At the eight workshops, the sample dialogues were considered with respect to three
topics of analysis: (a) request resolution and characteristics of unresolved requests,
(b) quality in conversation and characteristics of successful and unsuccessful conver-
sations, and (c) suggestions for improvement. The analysis topics were established
through an iterative process involving initial piloting prior to the presented analysis.

Request resolution was coded as one of five categories:
• Resolved – the chatbot resolved the customer’s request or provided help
• Immediate handover – the chatbot immediately offered handover to a human agent,

because the customer asked for this or because company policy required the request
to be handled by a human agent (e.g. termination of certain contracts)

• Not resolved – the chatbot did not solve the customer’s request or provide help
• Irrelevant customer input – the customer request was off-topic or empty
• Uncertain – the analysts were not able to decide on any of the above categories

Dialogues categorized as uncertain were typically long and windy, without an
obvious resolution. This category was, hence, later in the analysis treated the same way
as dialogues categorized as not resolved (see Sect. 5.1).

Quality in conversation was coded as one of five categories:
• Excellent – the customer got their request solved efficiently; very likely a good

customer experience
• Good – the chatbot answered as good as is possible within the frame and constrains

it has been set up to work within
• OK – the customer got an answer after a long, winding, or difficult dialogue
• Reasonable miss – the chatbot failed to provide an adequate answer due to the

request being out of scope, in a different language, the customer joking etc., or the
request was considered impossible to resolve even for an ultimate chatbot

• Poor – the chatbot failed to provide an adequate answer, which it should be able to
provide. Should be fixed as soon as possible.

A1 A2 A3 A4 A5 A6 A7 A8

May 23, 2019 June 13, 2019

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

~50 
dialo-
gues

Fig. 1. Eight analyses workshops, A1–A8. For each workshop *50 dialogues were randomly
chosen from all chatbot dialogues following the previous workshop.
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Following coding, the characteristics of excellent and poor chatbot dialogues were
discussed and a set of prototypical characteristics for these dialogues were identified.

Suggestions for improvement were discussed within the analysis team in response
to issues identified in the preceding analysis. A range of suggestions were identified
and brought forward to the subsequent improvement process. In the results section, the
types of suggestions are categorized and summarized.

5 Results

5.1 Request Resolution - and Characteristics of Unresolved Requests

The first analysis concerned request resolution, and the characteristics of unresolved
requests. About a quarter of the dialogues (24%) were coded as resolved, and a quarter
of the dialogues (25%) were coded as immediate handover. About one third (34%)
were coded as unresolved, 13% as irrelevant customer input, and 4% as uncertain.

The dialogues coded unresolved and uncertain (152 out of 406 dialogues) were
made subject of a closer investigation and three subcategories were identified.
(a) Eventual handover (14%) where the chatbot failed to correctly predict the cus-
tomers’ intent but offered han-
dover to human assistance due to
repetitions of a question or to a
subsequent request for human
assistance. (b) Incorrect answer –
abandoned (17%) where the cus-
tomer abandoned the chat when
the chatbot failed to correctly
predict the customer’s request and
returned a fallback response or a
non-relevant answer (false posi-
tive) without providing a link to
human assistance. (c) Correct
answer - abandoned (7%) where
the chatbot correctly interpreted
the customer request, but the
customer for some reason aban-
doned the chat without acting on
the chatbot’s recommendation to,
for example, click a link or log in.
An overview is provided in
Fig. 2.

Resolved in chatbot 
(24%)

Immediate 
handover

(25%)

Eventual
handover

(14%)

Irrelevant 
customer input 

(13%)
Correct answer –

abandoned
(7%).

Incorrect answer –
abandoned

(17%)

Fig. 2. Overview of the analysis of chatbot request
resolution (N = 406)
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5.2 Quality in Conversation

Quality in conversation was coded for all dialogues, except for those coded irrelevant
customer input and uncertain. In total, 350 of 406 dialogues were coded on quality.
The distribution of the codes for quality in conversation (n = 350) was: excellent
(27%), good (19%), OK (13%), reasonable miss (10%), and poor (31%).

5.2.1 Characteristics of Successful Dialogues
Dialogues coded as excellent were characterized in part by specific customer behaviour,
in part by specific chatbot characteristics. We detail and exemplify these below.

Customer behaviour, interestingly, was found important for successful chatbot
dialogues. Specifically, customers in these dialogues typically had a concrete need, and
were able to formulate this at the right level of abstraction. As in the following
example:

– Customer: Hi. I want to order a new SIM card
– Telmi: I can help order a SIM card. Which number does this concern?
– Customer: [input number]
– Telmi: The SIM card will be sent to [name, address]. Please confirm
– Customer (selects predefined answer): Confirm order
– Telmi: Your new SIM card is ordered. You should receive this by mail in the

coming 1–3 days.

Chatbot characteristics were, not surprisingly, also found important for successful
conversations. Specifically, we found it important that (a) the chatbot vocabulary
reflected the actual customer vocabulary, (b) the chatbot interpreted customer input
forgivingly – specifically, in response to typos or misplaced autocorrects, and (c) the
chatbot provided a good customer journey through integration with backbone IT-
systems.

An example of the importance of the chatbot vocabulary reflecting customer
vocabulary is seen in the dialogue below. Given the wide variation in customer
vocabulary, this chatbot characteristic requires substantial training through entering a
broad range of example phrases in the chatbot knowledge base.

– Customer: I do not have sound on the transmissions
– Telmi: Maybe I did not understand you perfectly, but I can help you with this: No

sound on TV.
– Customer (selects predefined answer): No sound on TV
– Telmi: Check the sound level on the TV, decoder, and sound system. Double check

that none of these are on mute. Did this solve the problem?

5.2.2 Characteristics of Unsuccessful Dialogues
Dialogues coded poor were characterized by issues pertaining to customer behaviour,
the chatbot, and the service provider.

Customer behaviour in poor chatbot dialogues concerned a range of issues
causing problems for the chatbot. For some, the customer expectation to the chatbot
seemed too high. That is, the customer asked complex questions or phrased the
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questions in ways difficult for any machine to interpret. An example of this is seen in
the dialogue below:

– Customer: Hi. Do you have any free subscriptions for children like some of the
other providers, such as [provider name] offers?

– Telmi: I am not sure if I understood your question, but here are some options I may
be able to help you with: Subscription price plans.

– Customer: No

Customer behaviour causing problems also included customers who expressed
dislike of the correct answer and attempted to negotiate (e.g. price), customers who
expressed uncertainty or an exploratory approach and did not stick to one topic, and
customers who failed to read instructions provided by the chatbot or failed to under-
stand interaction mechanisms such as links or buttons.

Chatbot issues were also a frequent characteristic of poor chatbot conversations.
Specifically, when the chatbot failed to identify existing intents (false negatives) or
identified the wrong intents (false positives), when needed intents were missing from
the chatbot knowledge base, when needed content was missing, or when the chatbot
lacked the needed functionality or integration with backbone IT-systems.

Issues concerning intents or content typically motivated suggestions for improve-
ment, as described in the next results section. The following is an example of the
chatbot failing to identify an existing intent.

– Customer: Hi. When do you close?
– Telmi: I have not yet learnt to answer this. Try re-phrasing the question.

Whereas failures to identify existing intents (false negatives) are easy to identify, as
the chatbot responds with a fallback message, the chatbot’s erroneous interpretation of
the request as the wrong intent (false positive) is more problematic, as identification of
this typically requires manual analysis. The following exemplifies a false positive:

– Customer: How’s my <order number> going
– Telmi: (does not recognise the order number and erroneously interpreting request

as “how do you do”): I am fine

Service provider issues also characterized some of the poor conversations.
Specifically, complex services or products were found to make it challenging for
customer to make precise requests and to make it challenging for chatbot to help. Also,
in some instances, conversational quality was compromised due to the use of ordinary
dictionary words used in product names - e.g. for the service ‘My Messages’ (in
Norwegian: ‘Mine Meldinger’) as exemplified in the dialogue below. Such issues may
not be resolved through training, but nevertheless hold managerial implications.

– Customer: I have an issue concerning my messages not getting through.
– Telmi (erroneously interpreting request as regarding the service My Messages): If

you are experiencing problems with My Messages, it is usually due to My Contacts
not being installed on your phone. If My Contacts is installed, and you have logged
in – click here for further options.

– Customer abandons the conversation
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5.3 Suggestions for Improvements

Suggestions for improvements were identified regardless of the quality of the con-
versations. A total of 259 dialogues (64%) gave input to suggestions for improvements
of the chatbot, as shown in Table 1. One dialogue could provide input to more than one
improvement areas. This list of suggestions for improvements provides the AI trainer
with actionable insights, i.e. concrete input on how to improve chatbot performance. In
the following, we provide a summary overview of the most frequent categories of
suggestions for improvements (>2% of dialogues). The category Utilizing context
occurred rarely.

The improvement area prediction of existing intents was mainly caused by lack of
training data for the deep learning model. This may be improved through training, by
adding or reworking example phrases to the training data. For example, if failure to
predict was caused by spelling errors, the AI trainer may consider adding the misspelt
word as a synonym.

The improvement area new intents or content concerned dialogues where the
chatbot knowledge base did not include the customer’s intent or lacked useful content
for a given intent. An example of lack of useful content was one customer writing
“without Internet”. Telmi had a corresponding intent associated with content for
troubleshooting. However, the customer’s router model was not included. Improving
this could be done by adding the actual router model to the knowledge base.

The improvement area conversational improvement concerned poor formulations in
the chatbot answers, poor dialogue flow, and suboptimal predefined answer alterna-
tives. The discussion of concrete examples gave input to the AI trainer on how to
improve and refine the conversational content in the chatbot.

The improvement area integrations concerned dialogues where customers received
general help but could have gotten perfect assistance if the company had implemented
the possibility to communicate with our internal backbone IT-systems. Change driven
by this category of suggestions is not possible for the AI trainer alone, but the analysis
may be used to driving other change processes associated with the chatbot.

Table 1. Distribution of suggestions for improvement (n = 259)

Improvement category Percentage (n = 259) Frequency

Prediction of existing intents 37% 96 dialogues
New intents or content 35% 91 dialogues
Conversational improvement 33% 85 dialogues
Integration issues 30% 78 dialogues
Entities 6% 16 dialogues
Buttons 5% 12 dialogues
False positives 4% 11 dialogues
Language not supported 4% 10 dialogues
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The improvement area entities covered dialogues in which the chatbot could have
utilized the specific information given by the customer to give more precise and per-
sonalized answer and help. Customers expect a chatbot to be able to utilize facts (such
as customer number, invoice number, product series number, name, address etc.). For
instance, when a customer reports on issues with a specific phone number, the entity is
phone number and the chatbot may make a search in the internal systems for this entity
without starting with a general intent and asking clarifying questions.

The improvement area buttons is about the number of buttons and the content
within the buttons for the chatbot response associated with a particular intent. During
the analysis, it was noted that some customers fail to use buttons provided by the
chatbot. This motivated suggestions for improvement concerning the phrasing of text
introducing the buttons and the visual representation of the buttons. The number of
buttons seems to be less important than the quality and relevance of the buttons.

The improvement area false positive concerned measures to avoid that the chatbot
erroneously predicts a particular intent. False positives may lead to senseless, illogical
and self-contradictory conversations, and are particularly important to avoid as this
may reduce customers’ trust in the chatbot [5]. Suggestions for improvement concerned
updates to the training data of the chatbot.

The improvement area Language not supported concerned languages not supported
in current implementation of the chatbot. Suggestions for improvements concerning
language may be part of more comprehensive updates in the chatbot rather than the
continuous work of the AI trainer.

6 Discussion and Further Work

The presented findings show how analysis of chatbot dialogue may provide a basis for
understanding and improving chatbot conversational capabilities. In the following we
first discuss the findings with regard to request resolution, quality in conversations and
suggestions for improvement. Following this we summarize lessons learnt for theory
and practice before suggesting future work.

6.1 Analysis to Understand and Improve Chatbot Dialogue

The presented analysis first provided insight into chatbot request resolution. About one
quarter of the customer requests were found to be directly resolved in the chatbot.
About one quarter was directly handed over to human personnel. And 14% were
handed over to human personnel following the customer’s repetition of the same
question, taken to signify failed conversations. Resolved customer requests represent a
benefit both from the customer perspective, in terms of rapid resolution, as well as from
company perspective, in terms of cost savings in customer service. A resolution rate of
24% is promising in an early phase chatbot, such as Telmi, and should be monitored to
make sure it increases over time. Customer requests handed over to human personnel
are assumed to provide an adequate customer experience. Previous work [6] has shown
that chatbot failure to resolve an issue does not represent a significantly reduced
customer experience as long as human help is offered immediately. Hence, the majority
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of customer requests are likely handled in a way that is acceptable to users. The most
pressing challenges in chatbot request resolution are reflected in the requests which the
chatbot neither understood nor offered escalation to a human customer service repre-
sentative (17%). Also, the dialogues abandoned by the user (7%) are cause for concern.
These chatbot conversations illustrate that diligent training is a necessity in the
development and maintenance of a chatbot for customer service.

Rating chatbot quality in conversation was found to be a useful approach to such
chatbot training. In particular, dialogues categorized as poor offered substantial insight
into the characteristics of dysfunctional dialogues and opportunities for improvements.
It is interesting to note that while poor quality often is due to issues in the chatbot
knowledge base, also customer behaviour and service provider issues cause problems.
Customer behaviour as cause of poor chatbot quality, suggests the need for customers
to get used to and better understand how to use chatbots for customer service. This
corresponds to findings done in studies of conversational agents (e.g. [15]) where users
were found to hold insufficient mental models of chatbot capabilities. Interaction design
improvements, in particular improved onboarding dialogue, as well as customers’
increased experience with chatbots may help resolve this issue.

Chatbot issues may be substantially mitigated through thoughtful and targeted
training. This is mainly the job of the AI trainer, identifying and implementing potential
improvements in the chatbot knowledge base. The findings suggest that the training
requires issues and opportunities for improvement to be identified through qualitative
analysis of dialogues. While some types of dialogue issues help identify needs for
change in the training data for the chatbot intents, other types help identify the need for
new and reworked dialogues, yet other types help identify opportunities for
improvement in the chatbot content. While large volumes of chatbot conversations are
available to inform the training, the analysis driving the training nevertheless benefit
from thoughtful qualitative analysis of relatively small samples of chatbot dialogue.
Hence, chatbot training requires skills in sampling and in-depth qualitative analysis, in
addition to written communication skills and experience in the customer service
domain.

6.2 Implications

Implications for Theory. The presented study has implications for theory and prac-
tice. Specifically, we note the following implications for theory:

• Chatbot dialogues are a valuable source of user insight. Chatbot dialogues may
provide insight into user behaviour and preferences for chatbots for customer ser-
vice. Future research is needed on how to purposefully exploit this data source.

• Successful chatbot conversations depend on the user, the chatbot, and the
service provider. While quality in the chatbot, in particular the chatbot conver-
sational design, is critical for successful dialogues, also some maturity may be
required in the user and the service provider. Future research is needed on how to
bring about such user maturity in an efficient manner.
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Implications for Practice. We accentuate the following implications for practice:

• The need for diligence in chatbot training. Chatbots for customer service rep-
resents a substantial opportunity for service improvement in service provision.
However, for this to be realized diligence in training is required also when the
chatbot has moved from development to maintenance. This is likely particularly
true in a domain characterized by rapid changes in service offerings and customer
needs.

• The benefit of cross-disciplinary teams. Training chatbots require a broad range
of skills, including data sampling, analysis, updating training data, managing large
hierarchies of intents, and writing compelling conversational content. Also, in-depth
knowledge of customer service is needed. Hence, it may be beneficial to involve
cross-disciplinary teams in training, as in the presented study.

6.3 Limitations and Future Work

While the study provided valuable insights, it also has important limitations. First, the
study only presented the analysis of chatbot dialogue in one company. Hence, the
generality of the findings needs to be validated in future research involving other
service providers and other markets. Second, the presented analysis was conducted by
only one team, which imply the risk of bias in analysis. Hence, the study would benefit
from replication with other teams. Finally, the study only covered parts of the process
involved in the training of chatbots – the analysis and identification of potential
improvements. It would be interesting to see future work also covering the later phases
of the training process, including implementation of potential improvements and
subsequent validation. It would also be useful if future work could aim to develop a
method for assessing the value of chatbot training in terms of improved request res-
olution, quality in conversation, and customer experience.

In conclusion, the presented study represents a first step towards establishing the
needed knowledge base on analysis of chatbot dialogue and chatbot training. We hope
that this first step may motivate the research needed for improved chatbot training, as
we believe this is critical for the future success of chatbots for customer service.
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Abstract. Due to the complexity of natural language, chatbots are prone to
misinterpreting user requests. Such misinterpretations may lead the chatbot to
provide answers that are not adequate responses to user request – so called false
positives – potentially leading to conversational breakdown. A promising repair
strategy in such cases is for the chatbot to express uncertainty and suggest likely
alternatives in cases where prediction confidence falls below threshold. How-
ever, little is known about how such repair affects chatbot dialogues. We present
findings from a study where a solution for expressing uncertainty and suggesting
likely alternatives was implemented in a live chatbot for customer service.
Chatbot dialogues (N = 700) were sampled at two points in time – immediately
before and after implementation – and compared by conversational quality.
Preliminary analyses suggest that introducing such a solution for conversational
repair may substantially reduce the proportion of false positives in chatbot
dialogues. At the same time, expressing uncertainty and suggesting likely
alternatives does not seem to strongly affect the dialogue process and the like-
lihood of reaching a successful outcome. Based on the findings, we discuss
theoretical and practical implications and suggest directions for future research.

Keywords: Chatbot � Customer service � Conversational design �
Conversational repair

1 Introduction

Correctly interpreting users’ input and returning adequate responses is key to user
experience and trust in chatbots for customer service [15]. However, due to the inherent
complexity in conversational interaction [2], chatbots often fail in this regard. Such
failure represents a substantial challenge to the uptake of chatbots. A recent industry
report [5] found concern about the chatbot making a mistake restrains chatbot use for
30 per cent of respondents in a representative US survey.

Provided that users’ requests are within the scope of a chatbot, interpretation failure
typically leads to one of two outcomes: the chatbot responding with an answer that
does not fit the user request (false positive) or the chatbot responding with a fallback
message acknowledging that it does not understand and inviting the user to rephrase
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(false negative); both being potentially frustrating to users [13]. In particular, because
such responses are not sensitive to how conversational repair is conducted in human-
human conversation [2].

To strengthen capabilities for conversational repair, some chatbots are set up to
express uncertainty in the event that prediction confidence is in the lower acceptable
range, or that two or more interpretations of the user request have high but similar
prediction confidence levels, and then propose one or more alternatives for future
direction in the conversation. However, little is known regarding the effect of this
approach to conversational repair in chatbots. Specifically, there is a lack of knowledge
concerning its effects on the conversational process and outcome.

To address this gap in current knowledge, we present a study where a solution for
expressing uncertainty and suggesting alternatives was implemented in a live chatbot
for customer service. To investigate the effect of the solution, two samples of chatbot
dialogue, from immediately before and after implementation, were analysed and
compared with regard to the chatbot responses, the conversational process, and the
conversational outcome. In this paper, we present and discuss preliminary findings.

The study contributes needed insight into how expressing uncertainty and sug-
gesting likely alternatives affects chatbot interaction and is as such an important step
towards strengthened conversational repair in chatbots.

2 Background

Dialogues involving chatbots for customer service are a distinct form of conversation.
Nevertheless, this form of communication resembles communication between humans
and designers of chatbots draw on communication science to understand how to
approach conversational design [11] and to analyze human-chatbot interaction [14].
Specifically, the work of Searle on speech acts [19], and Grice on the cooperative
principle in conversation [10], motivates current chatbot conversational design, as does
work within the field of conversation analysis [e.g. 16, 18].

For customer service, users are typically seen to engage in dialogue with chatbots to
achieve a specific task, usually to get help or information, with the role of the chatbot
being to cooperatively support in this task – for example by aiming for providing
correct and relevant information, and avoiding unneeded content, ambiguity, and
misinformation. In consequence, dialogues with customer service chatbots are typically
highly oriented towards task completion, often with relatively few turns [21].

Interaction with chatbots for customer service typically follow a pattern of simple
pairs of utterances [21], so-called adjacency pairs. Relevant adjacency pairs include
inquiry-answer, offer-accept/reject, request-grant/deny, as well as pairs for pleasantries
such as greeting and farewell [14]. In conversation between humans, adjacency pair
sequences are often expanded by inclusion of other sequences – for example to clarify
or modify the initial utterance. Such expansion may also be seen in human-chatbot
interaction – for example when the chatbot expresses uncertainty to identify conver-
sational trouble sources.
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2.1 The Chatbot Interpretation Challenge

Current chatbots are often implemented with natural language processing as a core
capability. Here, users typically input their request in free text. This text is processed by
the chatbot, and the users’ intents are predicted based on the set of predefined user
intents available to the chatbot. When prediction confidence is above a given threshold,
the chatbot responds to the user with the content associated with the predicted intent.

However, due to the complexity of natural language interaction, predicting users’
intents is challenging [21]. Prediction confidence may be low due to a lack of fit
between the user request and available training data. Or more than one user intents may
have similar prediction confidence levels. In such instances, the chatbot is at substantial
risk of either responding with an answer that does not match the user request – so called
false positives – or responding with a fallback message even though it potentially had
available adequate answers to the user requests – so called false negatives.

This chatbot interpretation challenge is critical. In particular, for the use of chatbots
in the customer service domain, as this is one of the main use-cases for chatbots with
intent prediction through natural language processing capabilities. Here, users report
correct interpretations and adequate responses as a key driver of trust in chatbots [15].
Likewise, industry reports show the importance of chatbots providing reliable help and
support to users [5, 9]. For a broad popular uptake of chatbots, it will be of paramount
importance to mitigate the chatbot interpretation challenge.

2.2 Expressing Uncertainty and Suggesting Alternatives as Repair
Strategy

While quality in interpretation is important, it should be noted that perfect interpreta-
tion in natural language conversation is an unrealistic goal. Even in conversation
between humans, misinterpretation is prone [17]. Hence, a more realistic goal is for
conversational design to enable efficient repair when the conversation is at risk of
breaking down. As described by Dingemanse et al. [4], conversation is a process of
continuous breakdown and repair. Hence, an inventory of repair strategies is found
across languages. Indeed, many response errors such as false positives can be fixed in
advanced through improving training data [21]. However, completely avoiding inter-
pretational troubles in conversation is unrealistic in chatbots [11], as it is between
humans [3].

Hence, conversational repair mechanisms are required when designing a system for
human-like communication purposes [11]. Specifically, a repair mechanism is needed
for the situation where the chatbot fails to interpret the user input with sufficient
certainty. In linguistics research such mechanisms are known as other-initiated repair
[12]. In human-human interaction other-initiated repair adjusts an asymmetry in
knowledge states that might prevent continued intersubjective understanding in the
talk-interaction, and requires action on the part of the speaker of the trouble-source
[18].

Recipients initiate repair mechanisms with basic format types, typically categorized
as open or restricted, with restricted types being further split into the sub-types of
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requests, offers, and alternatives. Examples of different types of other initiated repair in
human-human conversation is provided in Table 1.

Different types of repair initiations have different levels of power with regard to
localizing and resolving the trouble source. In human-human interaction interpreta-
tional challenges are typically first met with low-power repair initiation, such as open
repair, and only incrementally increase the power of their initiation if a more precise
identification of the trouble source is needed.

Restricted repair with offers or alternatives, also referred to as other-initiated other-
repair is seen as a high-power repair initiation, but is less used in human-human
communication compared to open repair and restricted repair with requests [18].
Restricted repair with offers or alternatives is often accompanied with expressions of
hesitation or reluctance as marks of uncertainty [1].

Repair mechanisms in human-human communication have motivated repair
mechanisms in chatbots, and different approaches to chatbot repair initiation are
available – including fallback responses, corresponding to open repair, and more
powerful restricted repair with offers or alternatives.

Ashtorab et al. [2] detailed current approaches to conversational repair in chatbots.
Among these, they present repair where the chatbot ask for confirmation regarding a
single path forward (restricted repair – offers) and repair where the chatbot presents
several likely options (restricted repair – alternatives). Both forms of repair, as
described by Ashtorab et al., include expressions of uncertainty (e.g. “I’m not sure if I
understood”), serving as markers of potential conversational breakdown. As such, these
forms of repair in chatbots comply with the pattern for other-initiated other-repair
discussed [1]. Potentially such repair may serve to make the chatbot dialogue run more
smoothly, as it serves to signal to the user that repair may be needed, while at the same
time doing this in a manner that is in line with established dialogue patterns.

Ashtorab et al. [2] found users to prefer restricted repair with uncertainty expression
to other repair strategies. However, as their study was conducted as a questionnaire
approach with different repair strategies only shown as examples to users, there is a
lack of knowledge concerning the possible effects of expressing uncertainty and sug-
gesting likely alternatives as repair strategy in actual chatbot dialogues.

Table 1. Examples of repair types in human-human dialogue

Other initiated repair types Examples in human-human dialogue

Open repair Huh?
Restricted repair – request She said she wanted to marry who?
Restricted repair – offers You wanted to order a new credit card?
Restricted repair – alternatives Did you say tacos or pizza?
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3 Research Questions

Motivated by the lack of knowledge on the effect of expressing uncertainty to initiate
restricted repair, we explicated the following research question:

How does expressing uncertainty and suggesting likely alternatives affect chatbot
dialogues – at the message level, process level, and outcome level?

When setting up the research question, we assumed that effects of this other-
initiated other-repair strategy may be found at the message level as well as at the levels
of dialogue process and outcome.

At message level we assumed that chatbot expressions of uncertainty would serve
to modify responses which would otherwise have been false positives, provided that the
repair feature actually was triggered by user requests likely to return false positive
responses, and not triggered by user requests likely to trigger relevant answers.
Specifically, we assumed that the proportion of false positives would be reduced
whereas the proportion of relevant responses would remain unchanged.

At dialogue process level, we were curious on which effect uncertainty expressions
and suggestions of likely alternatives would have. On the one hand, avoiding false
positives and instead suggesting alternatives may be more in line with Grice’s coop-
erative principle [10], and hence lead to a more effective dialogue process. On the other
hand, suggesting alternatives may potentially lead the user astray and hence imply a
divergence from completing the intended task and – in consequence – a less directed
process.

At dialogue outcome level, we assumed that phrasing the repair initiation as an
uncertainty expression, closely aligning this to how such repair is phrased in human-
human interaction [1], may encourage users more often to pursue the conversation to its
conclusion and, hence, more often benefit the provided help.

4 Method

To investigate the research question, we conducted a study of user dialogues with a
chatbot for customer service. This is arguably a relevant type of chatbot for the study as
chatbots for customer service typically are set up with natural language processes at
their core, where users may ask a wide range of questions in free text [7].

The study was set up as a quasi-experiment [20], exploiting the implementation of a
solution enabling the chatbot to express uncertainty and suggest likely alternatives in
response to requests for which the users’ intents could not be confidently predicted. We
conducted a content analysis of chatbot dialogues and compared codes for dialogues
pre- and post-implementation.

It should be noted that the implementation was not accompanied with other changes
or promotions of the chatbot. Hence, any difference in the two samples, before and after
implementation, was likely due to the implementation itself.
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4.1 The Case – Implementing a Solution for Expressing Uncertainty
and Suggesting Likely Alternatives

The study was conducted in collaboration with a service provider offering chatbot
interaction as a first line of support in their chat-based customer service. The chatbot
received more than 1000 support requests pr. week. In instances where the chatbot was
not able to answer, customers were offered escalation to chat with customer service
representatives.

To improve the quality of chatbot interaction, the service provider implemented a
solution where the chatbot expressed uncertainty and offered candidate interpretations
or paths forward in response to instances of prediction confidence in the lower
acceptable range.

Prior to this implementation, the chatbot could respond to user requests only with
an answer intended to address a specific user intent or with a fallback response telling
the user that it did not understand and offering to escalate to a customer service
representative. See below for examples of false positive response and fallback response.

Example false positive response1:

– User: Can I please cancel my order for [specific product]?
– Chatbot: I can help you with [specific product]. Please choose one of these

options: Order [link], information [link], replace [link].

Example fallback response:

– User: Could you please tell me which service provider offers [specific product]?
– Chatbot: I am sorry, I do not understand. Please let me know if you want to chat

with a customer service rep [link].

Following implementation of the solution, the chatbot would express uncertainty
and suggest one or more likely alternatives when prediction confidence for one specific
intent was in the lower acceptable range, or when two or more intents had competing
prediction confidence. Uncertainty expressions were phrased in a distinct manner in the
chatbot, as in the examples below.

Example of chatbot expressing uncertainty regarding one specific intent –prediction
confidence in lower acceptable range:

– User: hello I cannot seem to remember my password?
– Chatbot: I may not have understood all of what you ask, but maybe I can help you

with this: Password user account [link].

Example of chatbot expressing uncertainty regarding two or more intents –all with
similar prediction confidence:

– User: I have received a new version and need to activate it by going to my user
account.

– Chatbot: I may not have understood all of what you ask, but maybe I can help you
with this: Activation [link], login details [link].

1 All dialogue examples in the paper are paraphrased.
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4.2 Sampling and Analyzing Chatbot Dialogue

Chatbot dialogues were randomly sampled from the week immediately preceding
implementation of the solution for expressing uncertainty and suggesting likely alter-
natives, and the week immediately following the implementation. In total, 1400 dia-
logues were sampled; 100 for each day of the two weeks. For the preliminary analysis
presented in this paper, we analysed half of these dialogues; 350 from the week
immediately preceding implementation and 350 for the following week. In total 700
dialogues across the pre- and post-implementation samples.

The dialogues were analysed through a content analysis approach [6]. The content
analysis was based on a coding framework established prior to analysis in collaboration
with the chatbot provider and the service provider owning the chatbot.

Individual messages were coded in terms of response adequacy – with specific
concern for false positives, false negatives, expected fallback, and expressions of
uncertainty. User messages containing only pleasantries such as “hi” and “thank you”
were not included in this analysis.

Table 2. Coding topics and categories used for content analysis

Topics Categories Description

Response
adequacy
(message level)

False positive Response not relevant for user request
Relevant response Response relevant for user request
Fallback – false
negative

Fallback though user request is within chatbot
scope

Fallback – out of
scope

Fallback when user request is outside chatbot
scope

Expressing
uncertainty –

relevant

Response expresses uncertainty and suggests one
or more alternatives – one of these relevant

Expressing
uncertainty – not
relevant

Response expresses uncertainty and suggests one
or more alternatives – none of these relevant

Dialogue
directedness

Single direction Dialogue with only one direction throughout
Multiple directions Dialogue progressing in two or more directions

Dialogue
conclusiveness

Inconclusive – no
escalation offered

Dialogue terminates without relevant answer or
path to resolution

Inconclusive –

escalation offered
Dialogue terminates without relevant answer, but
with an offer of escalation

Conclusive – no
escalation required

Dialogue terminates with relevant answer or link
to relevant online resource

Conclusive –

escalation
required

Dialogue terminates with escalation required
according to company policy

(continued)
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Conversations were coded in terms of conversational process, including dialogue
directedness, and conversational outcome, including dialogue conclusiveness and
dialogue helpfulness.

Topics of analysis and coding categories are presented in Table 2. Each message
and conversation were coded corresponding to a yes/no for all relevant coding
categories.

Analysis was conducted by the first author. The second author was involved in
deliberation during analysis. Following coding, the significance of differences between
the pre- and post-implementation samples were investigated with Chi-Square tests.

5 Findings

In this section we present the results of the analysis of the conversational quality, in
terms of the adequacy of chatbot responses, conversational process (dialogue direct-
edness) and conversational outcome (dialogue conclusiveness and helpfulness). Before
this, we provide a descriptive overview of the analysed conversations.

5.1 Descriptive Overview

The 700 analysed chatbot dialogues were typically brief exchanges only. The majority
included just the initial user message and subsequent chatbot response (64% pre-
implementation; 62% post-implementation). About one quarter included two user
messages (21% pre-implementation; 26% post-implementation). Very few included
three or more user messages (14% pre-implementation; 12% post-implementation).
Conversations were typically task oriented with less than 10% including user pleas-
antries such as “hi”, “hello!”, or “thank you:-)”. We see the sample as allowing for
adequate investigation of dialogue process and outcome within the customer service
domain, as such dialogues typically are brief and task-oriented [21].

A typical example of chatbot dialogue with one user message is as follows:

– Chatbot: Hi. I am the chatbot of [Service Provider]. How can I help?
– User: I need to change [product] as it has stopped working.

Table 2. (continued)

Topics Categories Description

Dialogue
helpfulness

No relevant help No relevant help offered in the dialogue
Help offered but
not used

Relevant help offered but not used (link to online
resource not clicked)

Help offered and
likely used

Relevant help offered and used (link to online
resource clicked or in-text help available)

Escalation offered Escalation offered as per company policy or due
to chatbot not understanding. (The log data did
not detail whether or not the offered escalation
was used)
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– Chatbot: You can easily request a replacement. You will receive it within about one
week. Please order here [link].

Overall, the pre- and post-implementation samples held similar descriptive char-
acteristics, in terms of bot volume of messages from the chatbot (1855 vs. 1918) and
messages from the users – both when including messages with pleasantries (605 vs.
592) and when excluding messages with pleasantries (522 vs. 523).

5.2 Response Adequacy

Pre-implementation chatbot responses were markedly different from post-
implementation responses in terms of false positives. Whereas false positives were
rife in pre-implementation dialogues, these were remarkably less frequent post-
implementation (30% vs. 11%), a significant difference following a Chi-Square test
(v2 = 54.94, df = 1, p < .01). Instead, the post-implementation dialogues included, as
expected, a substantial proportion of responses expressing uncertainty and suggesting
alternatives.

At the same time, the proportions of relevant responses were similar across pre- and
post-implementation (56% vs. 59%), a non-significant difference (v2 = 1.19, df = 1,
p = .28). However, 16% of the relevant responses in the post-implementation sample
(51 of 311) were presented expressing uncertainty.

Also, the proportions of fallback responses were similar across pre- and post-
implementation (14% vs. 15%), a non-significant difference (v2 = .12, df = 1, p = .73).
Details on response adequacy are provided in Table 3.

5.3 Dialogue Directedness

The effect on the conversational process of the chatbot expressing uncertainty and
suggesting alternatives was investigated by considering dialogue directedness in the
pre- and post-implementation sub-samples.

To illustrate the notion of dialogue directedness, the example below shows a dia-
logue coded as including two directions. The first direction concerns ordering a
product. The second direction, due to the last chatbot response being a false positive,
concerns not receiving the product.

Table 3. Comparison of response adequacy across the pre- and post implementation samples

Response adequacy Pre-implementation Post-implementation

False positives 157 (30%) 60 (11%)
Relevant responses 293 (56%) 260 (50%)
Fallback – false negatives 4 (1%) 5 (1%)
Fallback – out of scope 68 (13%) 71 (14%)
Expressing uncertainty – relevant – 51 (10%)
Expressing uncertainty – not relevant – 76 (15%)
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– Chatbot: Hi. I am the chatbot of [Service Provider]. How can I help?
– User: I wish to order a [product category], but I get the feedback that I do not have

a user account.
– Chatbot: I can help you with [product category]. Chose an alternative: Order

[link], Cancel [link]
– [Link clicked]
– User: This does not work.
– Chatbot: If you have ordered [product category] and not received it within about a

week, you may please chat with a customer service representative [link]

The proportions of dialogues containing only a single direction – a telltale of
efficient conversations – were similar across pre- and post-implementation (70% vs.
75%), a non-significant difference (v2 = 1.84, df = 1, p = .18).

5.4 Dialogue Conclusiveness

Dialogue conclusiveness concerns whether the dialogue reaches a point where the user
is provided help in the text or offered a path to needed help in other channels – the
customer service webpage or escalation to a customer service representative. To
illustrate the notion of dialogue conclusiveness, it may be useful to consider two
conclusive dialogue examples – one without a need to escalate to a customer service
representative, the other with such a need.

Example of conclusive dialogue – escalation not required:

– Chatbot: Hi. I am the chatbot of [Service Provider]. How can I help?
– User: How do I make a reclamation on my product when it has been in an

unfortunate incident.
– Chatbot: You can initiate reclamation at the customer website. When there, just

choose your product and then choose ‘make a reclamation’. Go to reclamation
[link]

Example of conclusive dialogue – escalation required as per company policy:

– Chatbot: Hi. I am the chatbot of [Service Provider]. How can I help?
– User: Cancel subscription.
– Chatbot: If you want to cancel your subscription, you need to chat with a customer

service representative. Chat with representative [link]

The proportions of the different categories of dialogue conclusiveness were fairly
similar across the pre- and post-implementation samples. The largest difference
between the pre- and post- implementation samples was found for dialogues catego-
rized as inconclusive – no escalation offered (27% vs. 21%), a difference bordering
significance (v2 = 3.76, df = 1, p = .05). However, there was no difference between
the samples for dialogues categorized as conclusive – no escalation required (37% vs.
37%), (v2 = 0.02, df = 1, p = .87). Overall, the findings on dialogue conclusiveness
may suggest a slight tendency for dialogues to more often lead to the chatbot offering
escalation in the post-implementation sample (Table 4).

210 A. Følstad and C. Taylor



5.5 Dialogue Helpfulness

Dialogue helpfulness concerns whether the user is likely to have benefitted from the
help provided by the chatbot. Such benefit may be assumed when the user has clicked a
link leading to a relevant online resource, or when the user has been offered escalation
required as per company policy. Below is an example of a dialogue coded as helpful.
This particular dialogue also includes the chatbot expressing uncertainty and offering
alternatives.

– Chatbot: Hi. I am the chatbot of [Service Provider]. How can I help?
– User: Hi. I have recently had some problems regarding my product and with

logging in.
– Chatbot: I am not sure I understood your entire question, but I can help you with

the following: Product [link], Login [link]
– User [Choosing]: Login
– Chatbot: I can help you with login. Please click here to continue [link]
– User [link clicked]

The pre- and post implementation samples did not differ significantly in terms of
dialogue helpfulness. The largest differences between the pre- and post-implementation
samples were found for dialogues categorized as no relevant help (27% vs. 21%) and
escalation offered (35% vs. 42%), both differences bordering significance (No relevant
help: v2 = 3.82, df = 1, p = .05. Escalation offered: v2 = 3.46, df = 1, p = .06). This
may suggest a slight tendency for dialogues in the pre-implementation condition to
more often lead to no relevant help, and for dialogues in the post-implementation to
more often lead to the chatbot offering escalation.

However, the pre- and post-implementation samples were found to have similar
distributions for help offered and likely used (29% vs. 26%), a non-significant differ-
ence (v2 = 0.71, df = 1, p = .40). Details on the codes associated with dialogue con-
clusiveness are provided in Table 5.

Table 4. Comparison dialogue conclusiveness across the pre- and post implementation samples

Dialogue conclusiveness Pre-implementation Post-implementation

Inconclusive – no escalation offered 96 (27%) 74 (21%)
Inconclusive – escalation offered 48 (14%) 56 (16%)
Conclusive – no escalation required 130 (37%) 128 (37%)
Conclusive – escalation required. 76 (22%) 92 (26%)

Table 5. Comparison dialogue conclusiveness across the pre- and post implementation samples

Dialogue conclusiveness Pre-implementation Post-implementation

No relevant help 94 (27%) 72 (21%)
Help offered but not used 30 (9%) 38 (11%)
Help offered and likely used 102 (29%) 92 (26%)
Escalation offered 124 (35%) 148 (42%)
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6 Discussion

6.1 How Does Expressing Uncertainty and Suggesting Alternatives Affect
Chatbot Interaction?

Previous research has suggested that users may prefer chatbots to initiate conversa-
tional repair by expressing uncertainty as part of other-initiated other-repair [1].
However, there has been a lack of knowledge concerning how such expressions of
uncertainty may affect user behaviour in actual dialogue with chatbots, and also the
impact of varying ways of expressing uncertainty. Such knowledge is important, as
uncertainty expressions is a highly relevant means of conversational repair in chatbots
of different domains, in particular chatbots for customer service.

In our study, we find that a chatbot expressing uncertainty and suggesting alter-
natives may substantially reduce false positives in chatbot dialogues. The chatbot is
triggered to express uncertainty when prediction certainty is in the lower range of what
is acceptable for the most likely intent, or when prediction certainty is similar for two or
more intents. In doing so, a substantial proportion of what would have been false
positives are replaced by the chatbot expressing uncertainty. On the level of chatbot
messages, it is noteworthy that the proportion of fallback due to the chatbot not
understanding, as well as the proportion of relevant responses, remain fairly
unchanged.

While it may be assumed that reducing the proportion of false positives will be
beneficial for user experience, it was seen as important to investigate also how
expressing uncertainty and suggesting alternatives affected the conversation process
and outcome.

The conversational process hardly seems affected, as no difference was found in the
number of directions in the chatbot conversations of the pre- and post-implementation
samples. Likewise, the descriptive overview showed the number of user messages to be
stable across the to samples. Users, hence, do not seem thrown off track by the chatbot
expressing uncertainty, which is comforting. However, they do not seem to become
more effective or directed due to a reduction in the proportion of false positives.

The conversational outcome also did not seem strongly affected by expressing
uncertainty and suggesting likely alternatives. In particular, it is noteworthy that the
proportion of dialogues leading to the chatbot offering help that is likely used is stable
regardless of the chatbot expressing uncertainty or not. Some small tendencies to
outcome changes were noted, though. A slightly larger proportion of dialogues after
implementation than before, users were escalated to a customer service representative –
as opposed to being left without relevant help offered. From a customer perspective,
such a change – however small – likely represent an improvement. Previous work
suggests that being escalated to a human customer service representative is not detri-
mental to user experience [8], whereas not getting needed help clearly is. Our findings
concerning effects on conversational outcome, however, are weak and will need to be
corroborated with later more comprehensive analyses.
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6.2 Implications for Practice

Our study findings hold several practical implications. Below we summarize those we
see as particularly important.

• Expressing uncertainty and suggesting likely alternatives a feasible approach
to conversational repair: The tested approach is a feasible option for conversa-
tional repair in chatbots. Targeting intent predictions of low-range prediction cer-
tainty, or predictions with more than one candidate intent with similar prediction
certainty may effectively reduce false positives.

• Expressing uncertainty and suggesting likely alternatives without major
impact on dialogue process and outcome: Service providers do not seem to be at
risk of negative implications when introducing chatbots expressing uncertainty and
suggesting likely alternatives. The potential small effects on dialogue level which
are hinted at in this study are of a character that would be beneficial for customer
experience – though such effects would need to be further corroborated.

• Expressing uncertainty and suggesting alternatives does not replace the need
for diligent chatbot training: While expressing uncertainty may improve the
dialogue as false positives are reduced, improving prediction accuracy is likely to
require diligent training, by continuous expanding and reworking training data sets.

It may also be noted that a possible implication of the presented study, is a reusable
framework for assessing the effect of improvements in chatbot conversational repair.
Specifically, we find the distinction between effects at message level and dialogue level
to be useful, as well as the distinction between effects at the level of conversational
process and conversational outcome.

6.3 Limitations and Future Research

In this study we have presented a preliminary analysis of the effect of uncertainty
expressions and suggestions of likely alternatives in a chatbot for customer service. The
study is early phase and includes samples for only one implementation. Moreover, as
the sample was gathered the first week after implementation of the implementations of
such uncertainty expressions, the data does not provide insight in possible long-term
changes in the effects of expressing uncertainty. The preliminary character of the study
is an important limitation, and further research is needed with larger samples and
multiple implementations across longer periods of use.

Nevertheless, we consider the findings on chatbot response adequacy, in particular
the findings on reductions in the proportion of false positives, to clearly suggest that
this approach to conversational repair in chatbots may be feasible and effective.

For future work, we also foresee similar studies of the effect of other approaches to
conversational repair. This is an important topic, in particular for chatbots heavily
reliant on natural language processing, such as chatbots for customer service. We hope
that the presented framework for analysis may inspire future research on this topic.
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Abstract. Conversational agents are gradually being deployed by organizations
in service settings to communicate with and solve problems together with
consumers. The current study investigates how consumers’ perceptions of
cooperation with conversational agents in a service context are associated with
their perceptions about agents’ anthropomorphism, social presence, the quality
of the information provided by an agent, and the agent service performance. An
online experiment was conducted in which participants performed a service-
oriented task with the assistance of conversational agents developed specifically
for the study and evaluated the performance and attributes of the agents. The
results suggest a direct positive link between perceiving a conversational agent
as cooperative and perceiving it to be more anthropomorphic, with higher levels
of social presence and providing better information quality. Moreover, the
results also show that the link between perceiving an agent as cooperative and
the agent’s service performance is mediated by perceptions of the agent’s
anthropomorphic cues and the quality of the information provided by the agent.

Keywords: Chatbots � Conversational agents � Anthropomorphism � Social
presence � Human agent interaction � Human-machine cooperation � Web
service

1 Introduction

Conversational agents are artificially intelligent computer programs that interact with
users by using natural language [3, 21, 28]. Given ongoing advances in natural lan-
guage processing and artificial intelligence, it is often suggested that these agents will
become increasingly important in communicating and building relationships with
consumers [10, 30], especially considering the ongoing shift of services to online

© Springer Nature Switzerland AG 2020
A. Følstad et al. (Eds.): CONVERSATIONS 2019, LNCS 11970, pp. 215–228, 2020.
https://doi.org/10.1007/978-3-030-39540-7_15

http://orcid.org/0000-0002-3796-1804
http://orcid.org/0000-0002-4633-9339
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39540-7_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39540-7_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-39540-7_15&amp;domain=pdf
https://doi.org/10.1007/978-3-030-39540-7_15


platforms [31]. While these agents begin to be deployed by organizations in service
settings to solve problems together with consumers, less is known from a theoretical
perspective about how consumers themselves perceive the interactions and cooperation
with these agents, and how these interactions influence consumer evaluations about the
agent, the task, and the organization. The current study aims to help address this gap
and investigates how consumer perceptions about the cooperative behavior of a con-
versational agent associated with perceptions of anthropomorphism, social presence
and of information quality, and how these, in turn, relates to service evaluations. In line
with the Joint Intention Theory [12, 13], which defines cooperation as working toge-
ther, establishing common grounds, and coordinatively defining roles and actions to
achieve a task [22, 33], this study investigates cooperation among conversational
agents and consumers in the context of customer service. In summary, we propose the
following research question:

RQ: How are consumer perceptions about the cooperative behavior of a conver-
sational agent associated with evaluations regarding service performance, and to what
extent do perceived anthropomorphism, social presence, and information quality
mediate this relationship?

2 Theory

2.1 Cooperating with Agents in Service Settings

Relationship marketing proposes that establishing and maintaining mutually beneficial
long-term relationships with consumers leads to customer satisfaction and provides
long-term value to an organization [5, 35]. According to the Commitment-Trust Theory
[34], commitment and trust are fundamental for achieving customer satisfaction. One of
the ways in which commitment and trust can be elicited is via cooperation, be it with
the organization (in general), its representatives, or, we propose, with conversational
agents acting on behalf of the organization.

Earlier research highlights the importance of cooperating with embodied or dis-
embodied conversational agents. Hoffman and Breazeal [25], for example, demon-
strated that interacting with collaborative robots can lead to satisfying experiences
when users perceive that they established cooperative relations with the agent. Their
application for cooperative relations, influenced by the Joint Intention Theory [12, 13],
includes having a goal-centric approach, establishing common ground, working
together and coordinating the work, providing mutual support and understanding,
having awareness for each other’s abilities and in turn allocate tasks accordingly [25].
These features demonstrate the attributions of commitment and trust by the user, which
are central to establishing cooperative relationships [25]. Following similar principles,
Farooq and Grudin [17] stress that the nature of interactions between humans and
computers constantly evolve into human-computer integration – cooperative relations
that imply a partnership between the two. Establishing cooperation and partnership
between the two provides meaning to each other’s activities, in contrast, to simply
taking orders. Both the human and the computer or the agent are correspondent to the
situation, drawing meaning from each other’s presence.
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In line with the Commitment-Trust Theory [34], the Joint Intention Theory [12,
13], and Hoffman’s and Breazeal’s [25] findings, we expect that these properties
embody the sense of cooperation as cues for cooperative behavior. Considering that
cooperative behavior was found to promote efficiency, productivity, and effectiveness
[12, 13, 34], we propose the first hypothesis:

H1: Perceiving the conversational agent as more cooperative will be positively
associated with perceiving the service performance better.

2.2 Cooperation as an Anthropomorphic Quality

The media equation hypothesis explains that computers function as social actors, in the
sense that people tend to apply social rules when interacting with computers (as well as
agents), and to have social expectations from them [36, 38, 42]. Anthropomorphism,
the extent to which an agent exhibits and or is perceived to have human characteristics,
is an important factor influencing how a user establishes relations with an agent [15].
Moreover, cooperation is a human personality trait that is embodying qualities as social
tolerance, empathy, helpfulness, and compassion [11]. We expect, therefore, that, the
more that a consumer perceives their relationship with an agent as being cooperative,
the higher the level of anthropomorphism that the consumer will attribute to the agent,
and propose the following hypothesis:

H2: Perceiving the conversational agent as more cooperative will positively be
associated with perceiving it as more anthropomorphic.

2.3 The Role of Anthropomorphism in Services

Anthropomorphic features or perceptions were found to influence consumer emotional
responses to robots in service encounters [46]. Customers constantly express their need
for personal interactions and for “human touch” in service procedures. Personal
interaction is an essential part of human nature; therefore, it plays an extensive role in
the context of services where customers address their need to receive a personal
contact. The human interpersonal contact is an emotional aspect of the service pro-
cedure that includes an emotional exchange, which can be crucial for defining its
quality [40]. We expect that perceiving the agent as anthropomorphic will positively
influence service evaluations and, therefore, mediate the relationship between per-
ceived cooperativeness and service performance. This leads to the following
hypothesis:

H3: Perceived anthropomorphism will mediate the relationship between perceiving
the agent as more cooperative and the perceived service performance.

2.4 Cooperation as a Source of Information

Cooperation also entails allocating tasks and being aware of one’s abilities [12, 13].
When an agent is perceived as cooperative, it tends to be associated with the ability to
provide guidance and allocate tasks, establishing mutual understanding through the
information exchange [12, 13, 22, 33]. Consequently, we expect that perceived
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cooperativeness will be associated with evaluations about the quality of information
provided by the agent, and propose the following hypothesis:

H4: Perceiving the conversational agent as more cooperative will be positively
associated with perceived information quality.

As information quality has a strong influence on consumer evaluation of service
procedure performance [40], we propose that it will mediate the influence of perceived
cooperativeness on service performance, and propose the following hypothesis:

H5: Perceived information quality will mediate the relationship between perceiving
the agent as more cooperative and the perceived service performance.

2.5 Cooperation as a Meaningful Form of Social Interaction

Finally, as a human personality trait [11], cooperation is a meaningful form of social
interaction and an integral component of team relations and human nature, as it sig-
nifies the act of working with others [6, 22]. When demonstrating social presence, the
feeling that another being “(living or synthetic) also exist in the world and appear to
react to you” ([24] p. 265), computers are perceived as social actors, on whom people
tend to impose social rules [36, 38, 42]. Accordingly, social presence is typically
associated as human-like behavior, and agents and robots are typically perceived to be
human-like when being perceived as having a prominent social presence [39]. Social
robots (agents) are intended to interact with humans in socially meaningful ways [7, 18,
39], and since cooperation is a social behavior [6, 22], we propose the following
hypothesis:

H6: Perceiving the conversational agent as more cooperative will be positively
associated with the perception of social presence attributed to the agent.

Social presence is often described as a positive and meaningful quality in traditional
online service systems [14, 19]. Lee, Jung, Kim, and Kim [32] indicate that social
presence influences how users evaluate an agent in general. Other researchers [27, 44]
provided evidence for the role of social presence when evaluating agents in the context
of service interactions, explaining that social presence is often perceived as a mean-
ingful factor for determining positive evaluations. Accordingly, we propose that, in the
context of customer services, social presence will also mediate the relationship between
perceived cooperativeness and service evaluations, leading to the following hypothesis:

H7: The perceived social presence of the agent will mediate the relationship
between perceiving the agent as more cooperative and the perceived service
performance.

3 Methods

3.1 Design

The current study used an online experiment with conversational agents to answer the
research question. Initially, a two (demonstration of cooperation: cooperative agent vs.
non-cooperative agent) by two (task complexity: complicated task vs. simple task)
between-subjects design has been conducted. Accordingly, four conversational agents

218 G. Laban and T. Araujo



were designed for this study according to the joint intention theory definitions [12, 13]
and following Hoffman and Breazeal [25] practical guidelines to demonstrate varying
levels of cooperative intentions. Furthermore, manipulated tasks were designed to
emphasize different levels of task complexity. As there were no significant differences
between agents in perceptions regarding task complexity and cooperation cues, we
analyzed the results of all agents combined controlling for the condition to which each
participant was assigned. Therefore, the study was treated as an observational study to
further understand the nature of perceptions that are associated with perceiving an
agent as more or less cooperative.

3.2 Population

A total of 100 participants were recruited using Amazon Mechanical Turk. To mini-
mize the influence of culture and language, the sample was composed by U.S.-based
participants who speak English as their first language. Nine participants were dropped
because of technical issues when connecting to the agents, resulting in a final sample of
91 participants, with ages ranging between 20 and 63 years old (M = 33.15, SD =
8.74), 45.1% females, and with most participants having started (19.8%) or completed
a 2- (14.3%) or 4-year (44%) college degree.

3.3 Stimulus

The chatbots were created using the Conversational Agent Research Toolkit [1]. The
agents were designed to demonstrate the act of working together. This was established
by the conversational agent using particular statements that emphasize the act of
working together and personal attachment to the common goal (e.g., “To change the
address we should work together”, “Let me know that you managed to complete this
step”). Also, the agents demonstrated the act of allocating tasks by coordinatively
defining roles and actions, according to one’s abilities, to achieve a goal [22, 33]. This
was established by stating that the conversational agent understands its own and the
customer abilities, and allocate the different needed steps for completing the task
between itself and the customer (i.e. “Since your approval is needed for changing the
address, please provide the new address in the following system so that I will be able to
authorize the new delivery time frame”).

The complexity of the tasks was operationalized according to the level of the task’s
dynamic requirements, where complicated tasks demand higher dynamic requirements
[45]. The simple task condition required participants to change the delivery address for
online order with no consideration of the order status while the complicated task
condition required participants to consider that the order already left the shipping
center.

3.4 Measurements

Independent Variables. Perceived Cooperation. The variable aims to measure the
extent to which the subjects perceived the agent to be cooperative according to the joint
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intention theory definitions [12, 13] and in accordance with Hoffman and Breazeal [25]
practical guidelines. Four items of perceived cooperation were adopted from Hoffman’s
[26] quality metrics for human-robot collaboration. In order to fit the scope of the
paper, the items were adjusted to be addressed on an agent instead of a robot. All the
items were evaluated on a seven-point Likert scale. The scale of perceived cooperation
was formed using the mean index of the items and was found reliable, with Cronbach’s
a of .94 (M = 5.87, SD = .16).

Mediators. Perceived Anthropomorphism. Anthropomorphism stands for the extent to
which an agent exhibit and imitates human characteristics [15]. It includes the attri-
bution of a human form, human features, or human behavior to nonhuman such as
robots, computers, and animals [4]. Hence, for measuring the agent’s perceived
anthropomorphism, the aim is to evaluate the extent of humanlike qualities presented
by the agent, as perceived by the subjects. A perceived anthropomorphism scale
introduced by Bartneck et al. [4] was applied. The scale includes five semantic-
differential items with human and machine-related characteristics as the opposite
dimensions. A higher score in this scale indicates a humanlike agent behavior, and a
lower score represents a mechanical, machine-like behavior. In this study, this was
measured on a seven-point scale. In order to fit this research topic, the last item
“Moving rigidly/Moving elegantly” was changed from “moving” to “communicating”.
The scale was found reliable, with Cronbach’s a of .94 (M = 4.93, SD = .21).

Social Presence. For measuring how the subjects perceived the social presence of the
agent, a perceived social presence scale with five items was adapted from Lee, Jung,
Kim, and Kim [32]. The items were adjusted for the scope of the study addressing them
to the agent. The scale was found reliable, with Cronbach’s a of .91 (M = 5.81,
SD = .27).

Principal axis factoring analysis was conducted to validate that the items of the
variable ‘perceived anthropomorphism’ and the items of the variable ‘perceived social
presence’ load under two unique factors and do not converge. The results entail two
unique factors with an eigen value of above one. Following the results of an oblique
rotation, the five items of perceived anthropomorphism were loaded under the first
factor, explaining 63.34% of the variance in the factor with an eigen value of 6.33. The
five items of perceived social presence were loaded under the second factor, explaining
15.22% of the variance in the factor with an eigen value of 1.52. Accordingly, we can
confirm that the items of both of the variables, ‘perceived anthropomorphism’ and
‘perceived social presence’ were loaded under two unique factors and do not
demonstrate evidence of strong convergence.

Perceived Information Quality. The variable is aimed at measuring the perceptions of
the customer over the quality of information and data exchange provided by the agent
[43]. The scale was adopted from Suh, Greene, Israilov & Rho [43] using four items
evaluated on a seven-point Likert scale. The items were slightly adjusted to fit the
scope of this current research, addressing “service provider” as “agent”. The scale was
found reliable, with Cronbach’s a of .91 (M = 5.82, SD = .13).
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Dependent Variable. Perceived Service Performance. Perceived service performance
is a single manifest self-reported measure that is intended to evaluate the level of
service quality provided by the agent as perceived by the subject. Using a single
question, the subjects were requested to rate the service provided by the agent on a
seven-point Likert scale.

Control Variables. The questionnaire included measures controlling for affinity with
technology (adapted from Edison and Geissler, [16]), need for cognition (adapted from
Cacioppo et al. [9]), and demographic variables including age and gender.

3.5 Procedure

The participants executed a service-oriented task, changing the address of an online
order in an online flower shop by chatting with one of the four conversational agents
designed for this study. For stimulating the act of cooperation, the agents allocated part
of the task to the participants, instructing them to independently check and approve the
change on a web-based platform. After the task, participants completed a questionnaire
evaluating the agent in terms of perceived cooperation, perceived anthropomorphism,
social presence, and the quality of information provided. Moreover, the participants
evaluated the provided service performance. Finally, the participants evaluated their
affinity with technology and need for cognition, and answered demographic-related
questions disclosing their age, gender, occupation, nationality and current residing
country. After finishing their participation in the online experiment, the participants
were debriefed about the study.

4 Results

A mediation analysis was conducted using Model 4 of PROCESS Macro 3.2.01 to
SPSS [23] to investigate the research hypotheses. The model included perceived
cooperation as the independent variable, perceived service performance as the
dependent variable, and perceived anthropomorphism, information quality, and social
presence as mediators. Moreover, the model controlled for the confounding influence
of the participants’ age, gender, affinity for technology, need for cognition, and for the
agent they used during the manipulation.

4.1 Direct Association Between Perceived Cooperation and Perceived
Service Performance

The results indicate that in step 1 of the mediation model, perceived cooperation was
significantly related to the outcome variable perceived service performance; R = .76,
F(7, 83) = 16.40, p < .001, with the model explaining 58% (R2 = .580) of the variance
in perceived service performance. The regression of perceived cooperation on per-
ceived service performance was significant, b = .75, t(83) = 9.94, p < .001, 95% CI
[.60,.90] when cancelling the mediators’ effect in the model.
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4.2 Direct Association Between Perceived Cooperation and the Mediators

Step 2 showed that perceived cooperation was significantly related to the proposed
mediators: perceived anthropomorphism (R = .66, F(7, 83) = 9.28, p < .001), per-
ceived information quality (R = .85, F(7, 83) = 31.69, p < .001), and perceived social
presence (R = .90, F(7, 83) = 52.81, p < .001). The model explains 43.9% (R2 = .439)
of the variance in perceived anthropomorphism, 72.8% (R2 = .728) in perceived
information quality, and 81.7% (R2 = .817) in perceived social presence. The regres-
sions of perceived cooperation on the mediators, perceived anthropomorphism
(b = .75, t(83) = 7.77, b*= .65, p < .001, 95% CI [.56,.94]), perceived social presence
(b = .83, t(83) = 18.35, b*= .88, p < .001, 95% CI[.74,.93]), and perceived informa-
tion quality (b = .83, t(83) = 14.39, b*= .84, p < .001, 95% CI[.71,.94]), were sig-
nificant. Therefore, H2, H4, and H6 are supported.

4.3 Direct Association Between the Mediators and Perceived Service
Performance

Step 3 showed that the overall model was significant; R = .84, F(10, 80) = 18.93,
p < .001, with the model explaining 70.3% (R2 = .703) of the variance in perceived
service performance. Controlling for perceived cooperation, The mediators of per-
ceived anthropomorphism (b = .16, t(80) = 2.06, b*= .18, p = .043, 95% CI[.01,.31]),
and perceived information quality (b = .67, t(80) = 5.24, b* = .63, p < .001, 95% CI
[.42,.92]) were found to be significant. The mediator perceived social presence
(b = −.27, t(80) = −1.60, b* = − .24, p = .114, 95% CI[−.60,.07]), controlling for
perceived cooperation, was not significant. Hence, H7 is not supported.

4.4 Indirect Relationship Between Perceived Cooperation and Perceived
Service Performance

Step 4 of the analyses revealed that, when controlling for the mediators, perceived
cooperation was not a significant predictor of perceived service performance, b = .30,
t(80) = 1.85, b*= .29, p = .069, 95% CI[−.02,.63]. Hence, H1 is not supported.
Mediation analyses based on 5000 bootstrapped samples using bias-corrected and
accelerated 95% confidence intervals [41] showed that perceived cooperation had a
significant total effect on the perceived service performance (c = .75, SE = .08,
p < .001, 95% CI[.60,.90]), a not significant residual direct effect (c′ = .30, SE = .16,
p = .069, 95% CI[−.02,.62]), and significant indirect effects through perceived
anthropomorphism (ab = .12, SE = .05, BCa CI[.01,.23]) and perceived information
quality (ab = .55, SE = .14, BCa CI[.21,.74]). The indirect effects are significantly
different from zero at p < .05. Perceived anthropomorphism (abcs= .11, SE = .05, BCa
CI[.01,.21]) and perceived information quality (abcs= .53, SE = .13, BCa CI[.20,.73])
fully mediated the total effect between perceived cooperation and perceived service
performance. Therefore, H3 and H5 are supported.
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5 Discussion

This study was aimed at investigating how consumer perceptions about the cooperative
behavior of a conversational agent associated with perceptions of anthropomorphism,
social presence and of information quality, and how these, in turn, relates to service
evaluations. The results of the study entailed a direct positive association between
perceiving an agent as more cooperative and perceiving it as more anthropomorphic
and to provide better information quality. Moreover, these were found to positively
mediate consumers’ service evaluations. A direct positive association was also found
between perceiving an agent as more cooperative and perceiving it as more socially
present. Nevertheless, contrasting to perceived anthropomorphism and perceived
information quality, there was no evidence for an indirect association between per-
ceiving an agent as more cooperative and consumers’ service evaluations through
perceived social presence. In addition to these, there was no evidence for a direct
association between perceiving an agent as more cooperative and evaluating the service
performance provided to be better (Table 1).

Table 1. Summary of the results

Hypotheses Type of
relationship

Results

H1: Perceiving the conversational agent as more cooperative
will be positively associated with perceiving the service
performance better

Direct Rejected

H2: Perceiving the conversational agent as more cooperative
will positively be associated with perceiving it as more
anthropomorphic

Direct Supported

H3: Perceived anthropomorphism will mediate the relationship
between perceiving the agent as more cooperative and the
perceived service performance

Indirect Supported

H4: Perceiving the conversational agent as more cooperative
will be positively associated with perceived information
quality

Direct Supported

H5: Perceived information quality will mediate the relationship
between perceiving the agent as more cooperative and the
perceived service performance

Indirect Supported

H6: Perceiving the conversational agent as more cooperative
will be positively associated with the perception of social
presence attributed to the agent

Direct Supported

H7: The perceived social presence of the agent will mediate the
relationship between perceiving the agent as more cooperative
and the perceived service performance

Indirect Rejected
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5.1 The Value of Information Quality in Service Interactions
with Conversational Agents

The first key finding is that the quality of the information provided by the agent will be
the most influential when evaluating an agent’s service performance following per-
ceptions regarding its cooperative behaviour. In line with the Joint Intention Theory
features of cooperation [12, 13], when an agent is perceived as more cooperative,
consumers perceive it to provide a better quality of information. Consequently, the
outcomes of the service procedure are evaluated to be better. These findings not only
validate earlier research on the importance of information quality (e.g., [40]), but also
highlight how experiences that elicit cooperation between consumers and conversa-
tional agents are relevant for customer service contexts, and our understanding of
interactions with computers and technology in general.

As cooperative interactions are aimed at creating shared experiences [12, 13], when
customers perceive the interaction as more cooperative, they are possibly finding the
information to be more accessible. Therefore, they evaluate the information provided
more positively. This is substantial in the context of using conversational agents in
service settings. Since the use of this technology is relatively novel [21], customers
tend to perceive it as a “black box” [8] and experience a certain confusion. Eliciting
more cooperative service interactions between online customers and agents can
potentially overcome the confusion that is associated with the novelty of this tech-
nology. Even without understanding the mechanism of the agent, a customer can have a
better service experience by having the feeling of being an active part of the solution,
receiving valuable information, and not being passive in the interaction.

5.2 Associating Cooperation with Anthropomorphism

The second key finding entails that perceiving the agent as more cooperative is asso-
ciated with perceiving it as more anthropomorphic, and in turn, perceiving the service
performance being better. This finding extends earlier research (e.g., [46]) and high-
lights the role that anthropomorphism, “the assignment of human traits and charac-
teristics to computers” ([37], p. 82), has in services (see [40]). In line with the trajectory
of human personality traits [11], this finding confirms that anthropomorphism is
associated with perceptions of cooperation. As such, following the media equation
hypothesis [36, 38, 42], this finding demonstrates how customers evaluations of the
agents are associated with them experiencing the agents as more anthropomorphic or
human-like.

5.3 To What Extent Is Social Presence Relevant for Service Interactions
with Conversational Agents?

The third key finding of this study was the lack of association between perceived
service performance and social presence. This is striking as while one could expect that
the influence of an agent’s social presence would be complementary or similar to the
agent’s anthropomorphic presence [39], there was no evidence for this in the current
study. It should still be noted that perceiving the agent as more cooperative was indeed
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associated with higher levels of social presence. However, in contrast to previous
studies (e.g., [27, 44]), social presence perceptions were not seen to be reflected in
customers’ service evaluations, at least as a mediator for cooperation.

These results, on the one hand, provide another level of nuance to previous
empirical evidence that highlights the importance of social presence positive in tradi-
tional online service systems (e.g., [14, 19]). On the other hand, these results give
evidence to the more recent propositions by Go and Sundar [20] that suggest that
higher levels of message interactivity can compensate for an agent’s impersonal nature
(low on anthropomorphic cues). Hence, it could be said that certain factors as message
interactivity or, - in the context of the current study - information quality, can play a
more substantial role in customers’ service evaluations. Moreover, these results raise
questions about the boundary conditions for the relevance of social presence in service
interactions and online service quality. These results also reinforce the suggestions
made by earlier research (e.g., [2, 29]) to explore in more detail how to best measure
the concepts of anthropomorphism and social presence in these new contexts.

5.4 Limitations

Finally, this study has some limitations. The intended manipulations for cooperation
and task complexity in the experimental conditions were not successful according to
the manipulation checks. Cooperation is a complex concept that has many theoretical
and pragmatic definitions. While this study conceptualizes cooperation with agents by
addressing the join intentions theory [12, 13], future research should address other
theories from various disciplines for better understanding the true nature of coopera-
tion. The practical guidelines for cooperation that were applied from Hoffman and
Breazeal [25] were unsuccessful in stimulating the act of cooperation when applied in a
dialogue interface and not with a physical social robot. Accordingly, future research
should explore and redefine the indicators for cooperation with agents in dialogue
interface and address the attributes in language and conversation that promote acts of
cooperation. Moreover, the issues with the manipulations, therefore, restrict the study
from drawing any causal inferences, as it can merely show the associations of cus-
tomers perceptions of the agents. These limitations notwithstanding, the findings pre-
sented in this study can serve as a baseline for future chatbot research, highlighting a
promising role for information quality, anthropomorphism and cooperation for in
human-machine communication in service contexts.

6 Conclusions

The findings of this study further explain how consumers themselves perceive the
interactions and cooperation with these agents, and how these interactions influence
consumer evaluations about the agent. It extends the Joint Intention Theory [12, 13],
providing evidence for the implications of eliciting cooperation among conversational
agents and consumers in the context of customer service. Furthermore, the study
demonstrates the role of cooperation in online marketing interactions, especially when
conversational agents are involved.
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The study draws attention to the importance of information quality when inte-
grating novel autonomous technologies in service settings and extends previous find-
ings on the matter (e.g., [40]). In addition to it, the study demonstrated how eliciting
cooperation can be associated with establishing common grounds for evaluating
information better [12, 13]. Moreover, it extends earlier research (e.g., [2, 29])
regarding the role of social presence in interactions with conversational agents and
reinforces the need for this concept to be further studied, especially in contrast and/or in
combination with the notion of anthropomorphism. Finally, the study has managerial
implications, providing support for a better understanding of how consumers perceive
service interactions with conversational agents, and how these should be implemented
accordingly.
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Abstract. Chatbots are currently widely used in many different application
areas. Especially for topics relevant at the workplace, e.g., customer support or
information acquisition, they represent a new type of natural language-based
human-computer interface. Nonetheless, chatbots in university settings have
received only limited attention, e.g., providing organizational support about
studies or for courses and examinations. This branch of research is just emerging
in the scientific community. Therefore, we conducted a questionnaire-based
survey among 166 students of various disciplines and educational levels at a
German university. By doing so, we wanted to survey (1) the requirements
implementing a chatbot as well as (2) relevant topics and corresponding ques-
tions that chatbots should address. In addition, our findings indicate that chat-
bots are suitable for the university context and that many students are willing to
use chatbots.

Keywords: Chatbots � Dialog systems � Natural language processing �
Education � University � Questionnaire � Survey � Requirements � Topics �
Questions

1 Introduction

A new trend concerning natural language-based human-computer interfaces has
emerged in current research: the use of chatbots in university settings [1] or intelligent
learning systems to provide individualized and personalized learning support [2, 3],
which was also shown in [4]. Driven by the digitization of society in general and of
work in particular, chatbots have previously often been introduced in business contexts
like customer support or to assist employees in their daily work [5, 6]. In these cases,
chatbots should reduce service costs and handle multiple user inquiries at the same
time, 24 h a day and independently of the availability of human resources [7]. Due to
positive experiences in the business context, chatbots have been transferred to the
university setting. Exemplary scenarios are individual learning support or assisting
students in their personal study organization. Like in the business context, chatbots in
university settings should support learners during the transition process and provide
help 24/7 regardless of the device or the interface used. Additionally, they answer
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individual questions regardless of whether particular university terms are used or
concrete university-specific questions are raised [1].

Even though some research on chatbots exists in educational settings, there is, to
the best of our knowledge, currently no consideration of actual student requirements for
a university chatbot for FAQ-like questions [4]. Prior research studies often only focus
on particular use cases and designing corresponding chatbots. However, the results of
these first studies promise positive outcomes for a university application. Therefore, as
a starting point, first instantiations of university chatbots should address the provision
of organizational information based on FAQs to evaluate the acceptance and general
requirements at first. In prior research, first studies already investigated this by
developing different chatbots for university settings [1, 8]. Hereto, we aim at surveying
the actual student’s demands to provide a meaningful chatbot. Thus, the aim of our
study is (1) to identify technical requirements for chatbots, and (2) to explore topics and
related exemplary questions that should be answered by chatbots in a university setting.
Based on an empirical questionnaire study among students at a German university, we
address the following research questions:

RQ1: Which technical requirements do students anticipate for chatbots in university
settings?

RQ2: Which content-related requirements have to be addressed by chatbots in
university settings?

To answer these questions, the remainder of this article is structured as follows.
Next, we briefly point out related research in Sect. 2. Afterward, we describe the
research design in Sect. 3 and present our findings in Sect. 4. We complete our article
with a discussion of the results in Sect. 5 and a brief conclusion in Sect. 6.

2 Background

2.1 Chatbot Basics

In general, a chatbot is an application system that provides a natural language user
interface for the human-computer-integration. It usually uses artificial intelligence and
integrates multiple (enterprise) data sources (like databases or applications) to automate
tasks or assist users in their (work) activities [9].

Usually, the chatbot’s architecture is composed of three components that are used
via the human-computer interface (see Fig. 1): (1) The natural language processing,
which is responsible for (a) processing the user input – audio or text – into a machine-
readable form by analyzing, dismantling and pattern extracting, as well as (b) gener-
ating a natural language output corresponding to the results of the dialog manager.
(2) The dialog manager, which matches the user input against integrated backend
systems and extracts content or executes functions. (3) The backend, which contains all
relevant application systems or databases that are required for the desired application
area in order to be able to process the user request [4].
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2.2 Chatbots in University Settings

Currently, chatbot research receives a lot of interest, and many researchers focus on this
research topic from different perspectives. As shown in Meyer von Wolff et al. [4] and
Maedche et al. [10], chatbot research mainly focuses on the application areas of cus-
tomer support [11], information acquisition [12] as well as on business processes [13].
For university settings or rather educational scenarios, chatbot research is just begin-
ning. Here, different studies and research streams are pursued:

In a recent literature review, Hobert and Meyer von Wolff [2] surveyed the current
state of the art for pedagogical conversational agents. As shown in the publication, a
trend for designing messenger-like chatbots has been identified. Further results of the
analysis are that the current literature lacks on generalizable results. In a similar study,
Winkler and Söllner [3] also conducted a literature review. The authors show that
educational chatbot research is just in its beginnings, with a suggested potential for this
application area. However, they note that the efficiency strongly depends on the
individual student requirements, the way the chatbot is built, and the process quality.
Those results confirm the need for surveying requirements for chatbots in universities.

Extending this, some studies have already presented first concepts and prototypes in
this field of research. For instance, Fonte et al. [14] developed an intelligent tutoring
system capable of providing learning content and a possible assessment of the student
through the dialog. Mikic et al. [15] conducted a similar study in order to provide
course content and a question-based assessment using a chatbot. In Carayannopoulos
[1], a chatbot for information acquisition in universities was presented. The chatbot can
respond to students’ inquiries about upcoming events or courses, leisure activities, or
pending tasks. Additionally, Shawar et al. [8] and Shawar [16] describe an FAQ
chatbot in a university setting. In Shawar [16], an extension with preprocessed and
stored online available FAQs is shown. Both chatbots generate the answers either on a
complete match or on a match based on the first or second most significant word.
Additionally, Ranoliya et al. [7] examine university FAQs by developing a concept for
a corresponding chatbot. Furthermore, Feng et al. [17] provide a concept for a Q&A
chatbot that is capable of answering student questions in a natural way and of creating
an efficient learning environment. Hien et al. [18] conducted an empirical study to
examine the requirements of a university chatbot for answering students’ questions.
The derived requirements are also conceptualized. Finally, Allison [19] surveyed the

Fig. 1. The architecture of a chatbot
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application of chatbots in libraries. With the presented chatbot, students can get
answers on services or available resources of a library.

To sum up, and as shown in Meyer von Wolff et al. [4], one critical aspect of the
current state of scientific knowledge is the lack of coverage of the design science
process in general. In many cases, only particular phases are addressed. The investi-
gation of specific requirements for selected use cases is missing. Only Hien et al. [18]
followed a similar approach to survey the actual students’ requirements for providing a
meaningful chatbot. Therefore, as stated earlier, it would be best if, as a starting point,
real-case requirements are collected from future users in order to provide a meaningful
chatbot in a university setting.

3 Research Design

To identify students’ technical requirements in university settings (RQ1) as well as
content-related requirements (RQ2), i.e., topics and questions to be addressed, we
conducted a questionnaire survey among students at a German university. Hereto, our
study followed a three-step process:

First, we created a questionnaire based on previous findings [4, 9] comprising
qualitative and quantitative questions. After a short introduction of the research project,
which included a definition of chatbots to ensure clear understanding (see Sect. 2),
questions – categorized in three sections – were interrogated: (1) general questions
about the participant, (2) questions about the current or previous procedure of the
students to acquire information and their satisfaction with it; and (3) questions about
their experience and valuation of chatbots as well as topics to support and issues to
answer. Before the data collection, we did a pilot test with multiple research associates
who already had experience in questionnaire studies. Following, we rephrased some
questions and added further questions for assessing a university chatbot and the target
platforms. An overview of the final questionnaire is depicted in Table 1.

Table 1. Questionnaire structure

(1) Questions about participants:
Gender; Field of study; Targeted degree; Current semester [quant.]
(2) Question about information acquisition and satisfaction:
• How have you proceeded so far when you had questions? [quant.]
• How satisfied are you with the current opportunities to receive information? [quant.]
• What would you improve/change in current methods of information retrieval? [qual.]
(3) Questions about chatbots:
• Have you already had experiences with chatbots? [quant.]
• For what tasks?/Why not? [qual.]
• On what topics should a chatbot be able to give you information? [qual.]
• What questions would you ask a chatbot at the university? [qual.]
• How would you rate the following characteristics of a chatbot? [quant.]
• How would you rate a university chatbot for information retrieval? [quant.]
• For which platforms/devices should a chatbot be provided? [quant.]
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Second, we conducted the survey within a two week timeframe in June 2019.
Therefore, we announced the survey in different lectures, among student assistants as
well as through social media postings, e.g., on Facebook, which was shared in several
university groups as well. Overall, 530 students accessed the questionnaire, of which
214 students participated (40%). After cleaning the dataset of invalid data entries, we
used 166 data sets (31%) for further analysis. Overall, the processing time for each
student took 2 to 13 min (mean: 6:30 min).

Third, we analyzed the datasets in two ways. Hereto, we evaluated the quantitative
data with spreadsheet programs. The qualitative data on topics and questions were
categorized independently by two researchers on the subject and finally merged during
a subsequent joint verification.

4 Survey Results

In the following, we present the results of our study. Therefore, we first show the
sample description (Sect. 4.1). Afterward, we highlight the technical (RQ1) and
content-related requirements (RQ2) in Sects. 4.2 and 4.3. Lastly, a short usefulness
assessment is presented in Sect. 4.4.

4.1 Sample Description

Our study sample (n = 166) consists of mostly male students (58%), followed by 36%
of female students. Nine participants have not answered the question.

We mainly acquired bachelor students (n = 87; 52%) followed by master students
(n = 58; 35%). Additionally, some participants target a doctoral (n = 4), a state
examination (n = 6), or other (n = 6) degrees. Five participants have not answered the
question.

Most participants are in their first four semesters: 38% in the first two (n = 63) and
37% in the following two semesters (n = 61). Also, 25% of the participants (n = 15)
are in a higher semester (7th semester or greater). Thus, students from all graduation
levels and all semesters participated.

For the distribution of the subject area, we aimed at a cross-section among all
students from our university. Therefore, we tried to acquire students from all available
fields of study. Our participant group consists mostly of economic science students
(n = 102; 61%). The following fields of study have a much lower proportion: 16 from
mathematics and computer science, 13 from agricultural and forestry science as well as
humanities and cultural science, 11 from natural science as well as social science, 9
from teaching professions, 7 from law, as well as 3 from theology and 2 from medical
science. Additionally, the students were able to make multiple entries for their field of
study. Therefore, economics science is overrepresented (n = 102). This might be
explained since we teach in this area and mainly approach students via our lectures.
Nevertheless, economic science consists of subgroups that are, in addition, different
from each other. Nonetheless, we were still able to acquire participants from all dis-
ciplines, at least.
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We also measured the actual experience of the participants with chatbots in general
(see Fig. 2). Most of our participants (41%) already use chatbots at least on an occa-
sional basis. On the downside, 34% of the students have not used a chatbot at all.
Among these, ten participants stated that they have privacy concerns, e.g., “Where they
are used, I have concerns about privacy” or “permanent possibility of interception”. In
addition, nine participants rated the use as too cumbersome or had problems with the
chatbot functions, e.g., “Slow, a lot of unnecessary communication, no good answers,
answers too inaccurate, writing often more complex than clicking, etc.”, “Chatbots are
good for basic information that you can usually find on the website anyway” or “I find
information as a list better”. In contrast, 17 participants stated that there are no reasons
against using chatbots. Up to now, no situation has emerged, e.g., “It has not yet
happened, there is nothing against it” or “Nothing, rather this has advantages, like a
permanent availability”. Based on this, we conclude that many students already use
chatbots or are willing to use them. Nevertheless, more than half of the students
(n = 107; 65%) have already made first or more extensive experiences with chatbots.
Thus, frequent use of the technology, also outside the university context, has already
been identified.

4.2 Technical Requirements

Based on the questionnaire, we first analyzed basic technical requirements for a chatbot
application in a university context (RQ1).

Therefore in the first question, we asked the students about the characteristics of
chatbots [4] by means of a 5-step Likert scale (1: unimportant; 5: very crucial) (see
Fig. 3). Based on the results, it is clearly shown that most students prefer the 24-hours-
a-day availability. Therefore, they do not have to wait until human contact persons are
available. In addition, the participants appreciate the fast response time combined with
the direct assistance for the question that has arisen. Also, we have identified that the
chatbot’s ability to respond individually to the user is not considered very important by
users. Nonetheless, our participants rated all the characteristics as above average.
Therefore, these should be addressed in potential university chatbots.

In a second question, we asked the participants for the chatbot operation platform
(see Fig. 4). According to the students, the most relevant platforms for university
chatbots are mostly WhatsApp or desktop and web interfaces. Whereas the former is
difficult to implement due to the infrastructure and the specifications, the latter two are
easier to realize. Among the other-category, we identified mostly Telegram (n = 9) but
also XMPP or own apps as well as chatbots integrated into the university portals.
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Fig. 2. Frequency of previous usage (n = 165)
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Nonetheless, our selection options are not entirely free of overlaps; we could highlight
the relevant platforms. Above all, chatbots should be integrated into the interfaces used
by students on a daily basis. Due to the many selected platforms, it would be best if a
chatbot were not limited to a specific platform. Instead, it should be possible to make a
request from all platforms.

4.3 Content-Related Requirements

Furthermore, we identified content-related requirements in the sense of topics to be
addressed or questions to be answered by a chatbot in a university setting (RQ2). Based
on two open questions in the questionnaire, the participants were asked about short
topic mentions and exemplary questions that we categorized afterward. In total, we
acquired 503 statements concerning topics and 495 exemplary questions as a starting
point. Following the categorization process, we jointly merged them into 36 question
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Fig. 3. Means of chatbot characteristics (n = 165)
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sections, partial with sub-sections, in six core topics for a university chatbot for stu-
dents. A complete overview of the categorization is displayed in Fig. 5.

As shown, chatbots in university settings should address the topic of information
around studying in general. At first, students would use a chatbot when looking for
study programs or gathering information about the university in general. Also, some
organizational issues should be answered like semester dues or times, as well as those
regarding studying abroad. Second, the application area of chatbots for (upcoming)
events and lectures seems interesting. A chatbot provides content of the offered courses
and their dates and times or locations, as well as the responsible persons. In addition to
events and lectures, a chatbot should provide support for examination-related ques-
tions. Similar to the previous category, information on the examination in general, as
well as the room and date, are highly relevant. Moreover, organizational issues like
regulations, contact persons, as well as information on prerequisites and how to register
should be covered. Furthermore, the participants would inquire (personal) statistics or
retrieve/request their certificates. Another application area, which should be taken into
account in university settings, are the closely related institutions or departments. In our
study, the participants noted the library, canteens and cafes, or the sport offers. These
institutions and departments should be extended or adapted to the respective university
so that students can obtain information on opening hours; food offers in the canteen,
and so on. Furthermore, university chatbots should provide basic (IT-)support. As our
participants specified, they want help with the WLAN or printer setup, when password
matters occur, as well as with the provision of software provided by the university.
Lastly, we identified some different general concerns relevant to chatbots in a uni-
versity setting. This includes, for example, small talk and university news. Also,
general room plans or people’s search should be provided in the form of an information
desk. Additionally, the participants would like to have a job board to inquire about
open vacancies or possible internships, and so on.

Overall, as the most-mentioned topic, the students voted for a chatbot that can
answer questions regarding events or lectures (n = 135) or for examination-related
information (n = 122). Even if only indicated by fewer participants, information
around the study program (n = 78), the university institutions (n = 73), or the (IT-)
support (n = 59) are potential topic areas for a university chatbot. Therefore, first
instances, or, rather extensions to existing implementations should definitely address
the two most mentioned topic areas if they have not yet been considered. Furthermore,
in terms of questions, those two topic areas have most of the questions given by the
participants. Out of this, we infer that students have had the most questions regarding
these areas so far, as they have cited many concrete example questions.

In the case of questions, we gathered mostly questions regarding the overview and
information for events and lectures (65 questions), e.g., “Which modules are offered for
the subject this semester?”, “Which contents should be taught during the
lecture/seminar?”. In addition, questions about times or deadlines for examination (60
questions), e.g., “When does the exam take place?”, “Until when can I unsubscribe for
the exam?” or for events and lectures (40 questions), e.g., “Does the lecture take place
on Wednesday?”, “When in the week does the module take place?” were given. Fur-
thermore, we collected some sub-topics with no corresponding questions, e.g., current
news and notifications, scholarships, general opening hours, or study guidance. As
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Fig. 5. Categorization of topics (n = 156) and question areas (n = 154) for university chatbots
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these sub-topics were stated by the students as potential topics, questions should be
developed in order to be able to address these issues in the future.

It should be mentioned that many of the question areas show reciprocal depen-
dency, e.g., questions for contact persons in general and examinations, or times and
deadlines in nearly all topics. These highlight relationships to be mapped in imple-
mentations or, rather, in the knowledge base.

4.4 Usefulness Assessment

To underline the usefulness of chatbots, we also asked the participants about their
assessment of the application of the technology in university contexts (see Fig. 6).

Based on a 5-step Likert scale (1: unnecessary; 5: helpful), we wanted to know how
the students would rate it if a chatbot were available at our university. Overall, the
participants rated this with an average of 3,62, which means a tendency to be helpful
could be derived. In a more detailed analysis based on the frequency of usage (see
Fig. 2), an interesting trend could be identified. Our results show that the more often a
student used chatbots before, the higher the average rating of usefulness is. Even if only
a few students regularly use chatbots, they have the highest average rating for use-
fulness. In addition, in the group of students who have not used chatbots until now, the
highest count for helpfulness could be measured. However, this could also point out an
exaggerated expectation for chatbot technology. Furthermore, this group also has a
nearly balanced distribution of the usefulness. In addition, the more often chatbots are
used, the more specific the distribution is in terms of helpfulness.

Legend:
percentages per utilization category; values of the bars = number of participants; means per category
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Fig. 6. Evaluation of usefulness by frequency of use (n = 164)
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5 Discussion

Based on our students’ questionnaire survey, we identified which technical require-
ments in the form of characteristics and target platform (RQ1), as well as content-
related requirements in the form of topics and questions (RQ2), are most important.

Our findings show that a chatbot is highly relevant for the application in a uni-
versity context, as many topics and questions arose, for which a chatbot is usable.
Hereby, 65% of the students participating in our study have already had some initial
experiences with the technology. However, many of the participants (35%) have not
used a chatbot so far, of whom 30% of the participants, in principle, have nothing
against usage. This is also shown in Sect. 4.4 as the participants who have not yet used
chatbots rate the helpfulness highest. Overall, the students rated chatbots as helpful.
Independently of prior experience, the average rating of all groups described in Fig. 6
is above the mean. Thus, we identified a positive attitude of the participants towards
chatbots in university settings, which is also shown in Hien et al. [18].

Additionally, we asked the participants to rate the essential chatbot characteristics.
As a result, the following characteristics were rated as most important: 24/7 availability,
fast and direct response as well as acting as a central platform for information acqui-
sition. Surprisingly, our participants rated the ability to respond personally to the user or
previous conversations as lowest. This is in contrast to current purposes of the scientific
community, e.g. [5, 18]. Even though we do not have further information on this topic, a
reason could be that the participants regard a university chatbot mostly as a tool to
provide simple and general organizational information around lectures or events, which
is shown in Sect. 4.3. Hereby, non-personalized information or content is delivered.
However, the second most named category is examination that requires personalization
in order to provide a reasonable answer, e.g., to provide certificates or to respond with
personal exam dates. Thus, we identified an inconsistency among our results.

Regarding the target platforms, even if all options were selected, a focus on
WhatsApp, Siri, and desktop or web interfaces could be determined. Thus, for the
design of a university chatbot, they should be supported. However, this indicates a
much more important requirement: the use of a chatbot from different channels,
depending on the available device at the time of need. This can also be derived from the
characteristics, as a chatbot mostly provides an appropriate answer 24/7 and in a timely
manner. For the design, this means that a university chatbot should be programmed
openly or should have corresponding interfaces, e.g., as a web application. Addition-
ally, the high mentions for WhatsApp or Siri could hint at a further design requirement:
audio or spoken inputs, as they are being used commonly nowadays on these platforms.

As a further result of the analysis, we identified university events and lectures as
well as examinations as the most relevant topics to be addressed by a university
chatbot. Furthermore, most of the collected questions aim at locations, definitions of
content, or dates and can be answered with short sentences. Mostly, these questions are
rather task-oriented or pertain to organizational issues for educational concerns but do
not focus on education via a chatbot. This can be a hint regarding the expectations of
chatbot users and may underline the basic abilities that the technology must fulfill:
providing short answers or, rather, solutions for organizational issues in the sense of
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FAQs whenever needed. Surprisingly, individual learning support or providing lecture
content were not mentioned by the participants at all. Maybe our participants only think
about their previous experiences with different chatbots and try to transfer this
knowledge to the university setting. However, this contradicts the current research
approach, which focuses mostly on chatbot-mediated education. Nonetheless, for
universities, as surveyed in this study, a chatbot should primarily provide organiza-
tional issues around lectures or examinations. This is also reflected partially in the
survey conducted by Hien et al. [18].

As with every empirical study, there exist some limitations that need to be dis-
cussed. Firstly, the findings of our study are mainly dependent on the students’
responses and their willingness to participate. Therefore, we have tried to maximize the
reach in order to acquire as many participants as possible. We have not limited the
disciplines or other aspects to survey a cross-section in the research area. However, the
sector of economics science is overrepresented, but we were still able to acquire at least
a few students from all disciplines. Despite this, our sample is still suited to indicate the
technical and content-related requirements. Secondly, based on the chosen research
design in the questionnaire form, maybe some questions were misunderstood by some
participants. We tried to mitigate this by conducting a pretest before the actual survey.
Thirdly, our derived design requirements are only based on the findings as well as on
argumentative deductive conclusions. Therefore, these should be implemented in a
prototypical chatbot so that they can be evaluated in real case scenarios.

Even though our study focused on the student’s perspective on the application of
chatbots in university settings and may have some limitations, our results seem to be
valuable and useful for future applications of chatbots at universities. Based on our
findings, we could highlight necessary platforms and characteristics as well as topics
and areas of questions, which have to be addressed in the first instances. Nonetheless,
our findings have to be verified in real case scenarios. For this purpose, chatbots should
be set up with the help of our results. Afterward, the usefulness of chatbots should be
evaluated in order to identify gaps in the knowledge base and to be able to assess the
use of the technology in university settings or in other educational contexts.

6 Conclusion

In this research paper, we aimed at surveying the application of chatbots in university
settings. We questioned our students concerning their technical requirements (RQ1) as
well as topics and areas of questions (RQ2) that a chatbot should address. As a result of
our 166 participants, we could derive that the characteristics 24/7 h availability and fast
solutions, as well as Whatsapp or desktop user interfaces as target platforms, are most
important. In addition, we identified six core topics along with 36 question areas, of
which events and lectures, as well as examinations, are especially important.

These can be used as a starting base for future implementations. Therefore, our
study can contribute to the knowledge base and the understanding of chatbots used in
university settings in two ways: (1) as a starting point for implementations or
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prototypes for the specific area of universities or rather education, as well as (2) for
further investigations in this research area in general, e.g., requirement analysis or
acceptance studies among future users.
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Abstract. Chatbot technology can greatly contribute towards the creation of
personalized and engaging learning activities. Still, more experimentation is
needed on how to integrate and use such agents in real world educational
settings and, especially, in large-scale learning environments such as MOOCs.
This paper presents the prototype design of a teacher-configurable conversa-
tional agent service, aiming to scaffold synchronous collaborative activities in
MOOCs. The architecture of the conversational agent system is followed by a
pilot evaluation study, which was conducted in the context of postgraduate
computer science course on Learning Analytics. The preliminary study findings
reveal an overall favorable student opinion as regards the ease of use and user
acceptance of the system.

Keywords: Conversational agent � Education � Massive open online course �
Peer learning

1 Introduction

Massive Online Open Courses (MOOCs) have been repeatedly praised for democra-
tizing education and helping learners gain access to educational content, regardless of
their geographic location, financial means, schedule or background. Nevertheless,
despite their value in scaling up education and reaching diverse international audiences,
MOOCs have often failed to provide the kind of interactive environment required to
achieve sustained engagement and learning. Many MOOCs have been developed as
informational landscapes, offering just video-based tutoring and closed-type learning
interactions [1].

Research has shown that the utilization of conversational agents in learning envi-
ronments can have a positive pedagogical impact, fostering the engagement and
motivation of learners [2]. Indeed, agents may be able to compensate the insufficient
learners’ support, which constitutes one of the key factors negatively affecting retention
rates [3]. MOOCs have recently attracted research interest as a promising learning
setting for deploying conversational agents, which can be useful for providing auto-
mated support and facilitating the learning process in the absence of human teacher’s
continuous presence [4]. Still, more research is needed to explore the numerous factors
affecting the effectiveness of a conversational learning experience, including the proper
design of the human-agent interactions or the content and type of agent messages
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displayed to learners [5]. Furthermore, the fact that most conversational agents are built
as domain-specific didactic tools reduces their practical value and agility, hindering
their integration in real world educational environments.

Our research seeks to lay the foundation for employing agile conversational agents
that operate as group-teacher interaction mediators in MOOCs. The aim of such agents
is to facilitate peer dialogue activities and support students’ collaboration. Although
most of the past studies have focused on chatbots operating in individual learning
settings [2], this line of research emphasizes agents supporting learning in groups.

The remainder of this paper is structured as follows. The next section gives a brief
background overview, which is followed by our perspective towards the creation of a
teacher-configurable conversational agent service. Thereafter, we present the design of
a prototype system, serving as a valuable opportunity to discuss the functionality of
novel conversational agents that aim to provide peer interaction support. The last paper
sections revolve around a pilot evaluation study that focuses on the perceived ease-of-
use and usefulness of the presented conversational agent system.

2 Background

2.1 Chatbots for Education

Artificial Intelligence (AI) is often seen as a game-changer in providing personalized
learning experiences as well as novel opportunities for understanding the real intent of
learners [6]. A well-known application of AI in education is “conversational agents”,
also known as conversational AI or chatbots, which have been argued to hold sub-
stantial potential for educational organizations and institutions [2]. Such agents can be
regarded as computer programs engaging in natural language interactions with learners
via auditory or textual methods, aiming to fulfill one or more pedagogical goals.

The rise of chatbots can be partially attributed to the fact that natural language
processing (NLP) technology has become more accessible than ever, empowering
developers to build interfaces that give the illusion of a human-to-human communi-
cation [7]. The popularization of the conversational interfaces is also influenced by the
extended usage of instant messaging applications on mobile devices [8]. Nowadays,
texting is regarded as one of the most compelling form of computer-human interaction
[9] and chatbots are beginning to disrupt various industries, with education being one
of these.

The concept of educational chatbots has its roots in intelligent tutoring systems,
which have a long history in exploring the idea of building a learning tool that is
“intelligent” enough to sense learners’ needs and operate accordingly [10]. This type of
adaptation can be accomplished by utilizing a certain level of computational modeling
to craft learner-tailored educational environments and supportive mechanisms.
A chatbot may leverage several AI techniques in order to simulate peer-to-peer or
student-to-teacher conversational interactions, making learners feel more comfortable
while communicating with a virtual character. Moreover, much emphasis is given in
the ability to effectively exhibit social skills and constructively interact with learners
while serving their pedagogical role, which could be anything from a tutor, a coach and
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a learning partner to a teaching assistant. For instance, chatbots can be used to gather
students’ feedback during an online course, enabling teachers to identify areas that
need improvement, or provide dynamic support to students without increasing teach-
ers’ workload.

2.2 Chatbots in MOOCs

With the recent rise in focus on the online learning communities and MOOCs, the
strengths of chatbot technology seem to be even more important, especially considering
the limited support that is typically offered by the instructors and teaching staff [4].
Despite MOOCs inherent capability to provide open-access education in an affordable
and flexible manner, a number of issues have made this task far from trivial, such as the
low retention rates and the lack of students’ motivation being reported in the literature
[11]. MOOCs often miss the interactivity required to reach their transformative
potential in terms of making valuable learning experiences available to the masses [3].

Chatbots can help MOOCs move away from their traditional “knowledge trans-
mission” approach to more social and interactive forms of learning. They can be used
to offer compelling interactive activities and create highly productive spaces where
participants actively engage in constructive knowledge-generative sessions [12]. When
used effectively in the context of course activities, agents can provide access to
engaging content as well as adaptive feedback [5], substantially increasing learners’
commitment and minimizing dropout rates via automated facilitation strategies.

Agents appear to have a direct application in MOOC settings. Yet, while most of
the conducted studies focus on the effects of the human-agent (one-on-one) interac-
tions, the use of conversational agents supporting peer interaction in MOOCs has been
scarce. In the field of collaborative learning, research evidence suggests that conver-
sational agents supporting students’ online discussions can increase the quality of peer
dialogue and improve, among others, both group and individual learning outcomes
[13]. Additionally, the utilization of such agents in synchronous collaborative activities
appears to enhance students’ engagement and participation levels, decreasing the risk
of dropouts by up to 50% [12]. Conversational agents can also be useful for amplifying
the support resources that students offer to each other during online learning activities
[12].

However, collaboration in MOOCs often present many additional practical chal-
lenges that emerge from diverse instructional domains, learner populations and time
zones being involved. Therefore, more experimentation is needed to fine tune the
design of conversational agents providing collaborative learning support of consider-
able value in MOOCs.

Against the above background, our research objective is to (a) inform researchers
and designers on the potential pedagogical benefits of implementing teacher-
configurable conversational agents that support students’ peer dialogue and (b) drive
further improvements on the design of a prototype conversational agent service. The
next sections present our line of research under the prism of a European research
project, called “Integrating Conversational Agents and Learning Analytics in MOOCs
(colMOOC)”.
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3 Designing Chatbots that Support Learner Groups
in MOOCs

3.1 The colMOOC Perspective

Instead of aiming to craft full-fledged human-agent discussions, the colMOOC project
stresses the importance of creating agents that promote productive forms of peer
interactions and scaffold students’ collaboration [4].

In this perspective, the colMOOC project has created an innovative multilingual
conversational agent service for facilitating constructive learners’ interactions in syn-
chronous collaborative activities taking place in MOOCs. During peers’ discussions,
the agent service is able to monitor their conversation and decide when to deliver
questioning interventions, based on a series of contextual parameters and a teacher-
defined domain model. One key aspect of the agent service is that the design of the
conversational agent is loosely coupled with the domain model, which can be easily
exported/imported in different activities. In this manner, the conversational agent
system is viewed as a flexible tool that can be reused in multiple domains. The system,
which is currently in beta, supports four languages: English, German, Greek and
Spanish.

Before diving into the system architecture, it would be useful to present three of the
core concepts lying in the heart of the colMOOC conversational agent design: the
(a) ‘intervention strategy’, (b) the ‘intervention’, and (c) the ‘transaction pattern’.

Intervention Strategy. In order for the agent to deliver a specific intervention during
peer chat discussion it is necessary to provide a model of what an intervention strategy
is and how it can be computationally implemented. An ‘intervention strategy’ refers to
the abstract representation of the process implemented in the agent software system that
eventually results in the agent taking part in the peer discussion. The application of an
intervention strategy usually leads to the situation where an agent avatar appears in the
chat frame and poses a question to peers or makes some other statement, which could
be informative or provide some guidance. An intervention strategy comprises several
levels of implementation, ranging from the higher-level abstractions, providing the
perspective and pedagogical rationale of the strategy, to the lower-level of code-based
implementation in the specific computational setting where it is implemented.

The agent intervention strategies adopted by the colMOOC agent draw heavily on
the work of the teachers’ community on modeling useful classroom discussion prac-
tices and norms. Although the various details of the intervention strategies employed
by the agent are out of this paper scope [14], it is useful to keep in mind that the agent
intervention mechanism was designed as an agile tool for stimulating constructive
forms of peer dialogue through a series of moves (interventions), often performed by
teachers in class. The majority of these interventions derive from the classroom dis-
course framework of Academically Productive Talk [15]. For instance, the ‘Addon’
agent intervention strategy is relevant to the teacher practice to intervene in peer
discussion and encourage one peer to further comment in relation to what the other peer
has just stated (Table 1, row 1).
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Intervention. This term refers to the concrete onscreen manifestation of any inter-
vention strategy of the agent. For example, an intervention stemming from the ‘Addon’
strategy might be the appearance of the agent avatar on screen prompting a student as
follows: “Maria, would you like to add something to what Steve mentioned about
constructivism being a learning theory?”. The primary goal of this kind of interventions
is usually to elicit student reasoning instead of providing content-specific explanations
and instructional assistance. Research studies indicate that conversational agents per-
forming such interventions can conceptually enrich students’ discussions and positively
impact collaboration by intensifying knowledge exchange among peers [16].

Transaction Pattern. The term refers to the exact dialogue conditions that trigger the
agent to enact an intervention strategy and eventually deliver an intervention. ‘Exact’
refers to the requirement that the pattern should be defined in such a way that enables
its computational representation in the form of a clearly defined algorithm. For
example, the pattern for the intervention strategy ‘Addon’ can be described as follows:
“10 s after a domain concept was introduced by a student, their partner has either
remained silent or sent a short reply”. The reason the patterns were named transaction -
and not interaction patterns - is due to the ‘transactional’ quality of the dialogue, i.e. the
degree that peers’ reason on each other’s contributions to collaboratively develop a
common understanding or problem-solving strategy. Therefore, transaction patterns
usually represent some transactionally poor peer dialogue situation, identified by the
agent as an opportunity for enacting a specific intervention strategy.

3.2 The colMOOC Editor

The architecture of the colMOOC system comprises two major components: (a) the
colMOOC agent editor, which can be used by the instructors to set up a conversational
agent activity, and (b) the colMOOC agent player, which is responsible for offering to
the learners a chat-like interface in order to complete their collaborative activities.

As depicted in Fig. 1, the output of the Editor serves as an input for the Player to
enact the chat-based activity. The Player component is responsible for auditing the
conversation among learners and making an intervention whenever an intervention
opportunity arises. These interventions are being orchestrated by the domain model that
has been shaped by the instructor in the Editor.

The colMOOC Editor is available for the MOOC instructors allowing them to
create dialogue-based activities, where a topic is given to students which they asked to

Table 1. Intervention strategies employed by the colMOOC agent.

Intervention strategy Intervention example

Addon “Would you like to add something to what your partner [Student
Name] said about [Concept A]?”

Building on prior
knowledge

“Do you think [Concept A] is somehow related to [Concept B]?
How?”

Verifying “Do you agree with the following statement:
[Concept A + Relationship + Concept B]? Why?”
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discuss on, and furthermore provide their collaborative answer. This kind of activities,
which can be added to a MOOC just like other common types of activities, such as
quizzes or assignments, are accessible by the learners from within their MOOC
platform.

In the Editor, teachers can enter all the activity-relevant information, such as the
topic of discussion that is usually an open-ended domain question. They can also enter
some instructions, serving as guidelines for students during the activity (Fig. 2).

A conversational agent can also be set up for the specific activity. An agent can be
imported from a previous colMOOC activity (being available in the agent library) or set
up from scratch through the available domain configuration panel. Using its interface
(Fig. 3), the teacher can alter the agent behavior and enactment by entering a series of
conceptual links, which form an abstract domain representation. Teachers can define a
conceptual link that is considered important in relation to the activity task in order to
enable the system agent to make relevant interventions encouraging learners externalize
their thoughts. Typically, conceptual links include task terms that the teacher considers
essential for students to argue on before answering the task.

Multiple conceptual links can be created in order to shape the agent domain for a
specific activity. As displayed in Fig. 3, the system currently supports two types of
conceptual links:

• single-concept nodes (e.g., [Concept A]; see Fig. 3, upper part) and
• two-concept links, consisting of two concepts (nodes) linked with some predefined

or user entered relational verb expression (e.g., [Concept A] [verb] [Concept B]; see
Fig. 3, lower part).

Each concept/node entered in the Editor can be accompanied by one or more
synonyms (e.g., ‘computer program’ = ‘software’). This means that if any of those
terms is detected during a students’ discussion and a ‘transaction pattern’ is identified,
the system will deliver the associated agent intervention.

colMOOC Editor colMOOC Player

MOOC Platform

Agent
Library

API calls

colMOOC 
Conversational 

Agent Service

Chat Activity 
Configuration (JSON)

Deployment Process
Import/Export

Fig. 1. High-level architecture of the colMOOC conversational agent system.
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Based on the agent pedagogical model, each of two conceptual link types described
above is configured to support different agent intervention strategies. More specifically,
the detection of a single concept like [algorithm] in students’ dialogue may lead to the
activation of an Addon agent intervention (see Table 1, row 1), whereas a two-concept
link match may trigger a Build-on or a Verify intervention (see Table 1, rows 2 and 3).

In order to better clarify how this works, we present the example arising from
Fig. 3. When the teacher enters the conceptual link: [computer program] [can measure]
[text sentiment] (Fig. 3, lower part), the system recognizes that the two concepts are
[computer program] and [text sentiment] and their connection is expressed by [can
measure]. After the conceptual link is created, the system dynamically generates one or
more relevant agent interventions. The teacher can click on the “down arrow” icon,
residing at the left of the conceptual link, in order to view the default agent inter-
ventions generated by the system (e.g., “Do you think computer program is somehow
related to text sentiment? How?”; a Build-on intervention). These agent interventions
are synthesized in real time based on the concept(s) entered by the teacher in the Editor
as well as a pool of agent interventions, which are already available in the system
database and are categorized based on their type: ‘Addon’, ‘Build-on’ and ‘Verify’ (see
Table 1). As discussed in the previous section, when teacher-defined concepts are
detected in students’ dialogue and the conditions of a specific ‘transaction pattern’ are
satisfied, an intervention strategy is activated, thus, leading to the display of the

Fig. 2. A screenshot illustrating the first step of the activity creation process in the Editor.
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associated agent intervention. More details concerning the exact conditions of each
transaction pattern and their respective interventions can be found in [14].

It should be noted that the teacher has the final say in deciding whether the pro-
posed intervention text is appropriate or requires some editing. Teachers can disable the
automatically generated interventions in case they do not approve them or just choose
to modify their text. Simple markup language can also be used to further customize the
agent intervention mechanism. For instance, teachers can alter the direction of the agent
questions, having interventions that either target a specific group member or the whole
group of students. Research evidence suggests that the direction of the agent questions
in a collaborative chat environment can significantly impact the effectiveness of the
agent intervention mechanism [17].

3.3 The colMOOC Player

The colMOOC Player is the component responsible for enacting a chat activity and
presenting it to the MOOC students. This is possible by loading all the information
available in the Activity Configuration (JSON) file, which is generated following the
successful setup of an agent-based activity in the colMOOC Editor by the teacher. The
colMOOC player operates in direct connection with the MOOC platform through an
Application Programming Interface (API) in order to receive relevant information, such
as the course ID and the students’ IDs (Fig. 1).

While entering a colMOOC activity, students enter a system queue, waiting to be
paired with a peer in order to initiate the collaborative activity. Although this is
expected to be improved in a future version, the matching mechanism currently

Fig. 3. An example of agent questions generated following the creation of two conceptual links.
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operates in a simple ‘first-come first-served’ basis. In order to reduce waiting times and
minimize issues arising from the coordination of participants working from different
time zones, MOOC instructors are recommended to use specific timeslots for
scheduling students’ participation in chat activities.

After the peer matching process is completed, the pair of students enter the chat
activity. As shown in Fig. 4, students are expected to communicate synchronously via
text messages in order to resolve an open-ended domain question, presented to them at
the top left section of their screen. Below the activity description, there is a team
answer box allowing peers to compose and submit their answer to the task. The content
of this input field is synced and shared among peers.

Fig. 4. A screenshot presenting the colMOOC player interface.
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Throughout the discussion of students, the colMOOC conversational agent can
intervene displaying prompts arising from the identification of the respective transac-
tion patterns. A core aspect of this pattern identification process is based on the
functionality of a system module called ‘peer dialogue parser’. This analyses the
messages exchanged among the peers searching for relevant linguistic cues, which
emerge from the agent domain model configured in the Editor. The operation of the
system parser is based on a series of algorithms performing several tasks such as
transliteration, segmentation, stemming and string similarity checks. Hence, when a
key concept is detected and all the other conditions (of a pattern) are met, the agent
intervention model selects the associated agent intervention hanging in the colMOOC
Editor, performs a series of context-specific modifications, and displays its text to the
users.

4 Pilot Evaluation

A pilot evaluation study was carried out to explore the students’ perception of the
colMOOC environment and the conversational agent interventions. The main purpose
of the study was to gather insights on whether the colMOOC agent would operate
without any major issues; therefore, the study featured a small-scaled controlled lab
activity.

4.1 Domain and Participants

The one-group exploratory study was conducted in the context of a Master level course
named “Learning Analytics”, offered in the Greek language. The syllabus included
topics such as collecting, analyzing, visualizing and interpreting data about learners and
learning environments for the purpose of understanding and optimizing learning pro-
cesses. The participants were 10 students (6 females), who were Greek native speakers.

4.2 Procedure

Prior to the activity, the course instructor used the colMOOC Editor to setup two chat-
based activities. Each activity presented students an open-ended debate, encouraging
students to collaboratively (in dyads) provide answers to the following questions:

1. Learning analytics constitutes a multi-dimensional scientific field. Based on your
experience in the course, how would you describe this field and what would you
consider as some of its most important dimensions?

2. Do MOOCs offer any advantages in applying learning analytics methods? Suppose
you are a member of a team analyzing data in a MOOC where informatics pro-
fessionals are also enrolled. Please propose a method of learning analytics (and a
relevant intervention emerging from the interpretation of the results), which makes
sense for improving the quality of learning in the MOOC environment.

The instructor used the domain configuration interface to enter a series of con-
ceptual links. These involved key domain concepts, such as ‘modeling’,
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‘measurements’, ‘dropouts’, ‘adaptiveness’, ‘reporting’, ‘operationalism’, ‘patterns’,
‘ethics’ and several synonyms or phrases with similar meanings. This process resulted
in the generation of several agent interventions emerging from the three intervention
strategies displayed in Table 1. The text of agent interventions was edited by the course
instructor. More specifically, in the first activity, the agent was configured to display
‘converging’ interventions, relating closely to the topic introduced by the activity (e.g.
“What do you mean by ‘modeling/model’? Try to recall the explanatory vs. predictive
modeling; can you explain the difference?”). Answering these agent questions was
expected to aid students to prepare their group answer for the task. In contrast, the
agent of the second activity was setup to deliver ‘diverging’ interventions, which were
relevant to the instructional domain but not directly related to the specific activity topic
(e.g., “Does students’ diversity in MOOCs favor or negatively affect statistical methods
of data analysis?”). The latter agent design was expected to increase students’ cognitive
load as it introduced new domain-relevant questions requiring additional critical
thinking.

Following a 10-min introduction to the scope of the specific activities in class,
students were assigned in dyads and allocated to two computer labs. They were then
asked to log into the colMOOC Player using their given credentials to start collabo-
rating with their partner. At the beginning of each activity, the agent posted messages
that supported group awareness and were triggered by the identification of static pat-
terns, such as the connection of two students in a chat room (e.g., “Now that you are
both connected, we can begin! In this assignment, you are expected to provide a joined
response to the task displayed at the top…”). After completing their discussion in the
first activity, students proceeded to the second activity while the dyads remained
unchanged.

Throughout their participation in the activities, students were encouraged to provide
feedback for each agent intervention displayed using an agent evaluation sheet, which
was provided to them before the activity. Whenever an agent intervention appeared
students could fill in the associated short code, displayed next to each intervention, and
rate the specific intervention in terms of relevance and usefulness using a 5-point scale.

Students were asked to complete the two activities within a 1-h limit. When stu-
dents submitted their team answers and finished the second activity, they were
requested to fill in a post-task questionnaire, asking them to express their agreement or
disagreement on a 5-point Likert scale, ranging from 1 (disagree) to 5 (agree). The
questions aimed to explore students’ perceptions of the system and the agent.

Following a short break, students were also invited to participate in a focus group
session, which attempted to elicit students’ perception of the agent interventions. The
session followed a semi-structured protocol, allowing open-ended discussions.

4.3 Results

Central tendency measures were computed to summarize the data for all questionnaire
variables and measures of dispersion were computed to understand the variability of the
scores.
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The descriptive statistics that surfaced following the analysis of the questionnaire
variables relating to the usability of colMOOC Player interface are depicted in Table 2.
As regards the system performance, students had a favorable opinion towards the
overall system responsiveness (N = 10, M = 4.80, SD = 0.42).

Moreover, the post-task questionnaire elicited students’ opinions regarding the
presence of the conversational agent. The analysis results are presented in Table 3.
Students had a positive opinion towards the automated intervention mechanism
(Table 3, row 1). Several students felt that the agent questions were aptly presented
during students’ discussion (Table 3, row 2). Still, their opinions were somewhat
divided when asked whether the agent questions interrupted the discussion with their
partner (Table 3, row 3). Interestingly, most students stated that they would be inter-
esting in joining similar chat activities with conversational agents in the future
(Table 3, row 4).

A series of themes were identified in the qualitative analysis of the focus group
discussions. First, students stated that the frequent display of agent questions can cause
confusion by disrupting the flow of their peer discussion (F = 60%). In order to
partially resolve this issue, they suggested that: (a) the agent should not display new

Table 2. Questionnaire results relating to the interface of the colMOOC Player.

Questions(1-disagree, 5-agree) Mean SD Disagree(1−2) Neutral(3) Agree(4−5)

The available options of the user interface
are easy to understand

4.70 0.65 0% 10% 90%

The icons and symbols used seem familiar 4.80 0.42 0% 0% 100%
I believe the colMOOC environment is
easy-to-use

4.40 0.84 0% 20% 80%

Table 3. Questionnaire results relating to the interventions of the conversational agent.

Questions(1-disagree, 5-agree) Mean SD Disagree(1−2) Neutral(3) Agree(4−5)

Intervening by posing interesting
questions during students’ discussion
seems like a pedagogically beneficial
technique

4.50 0.71 0% 10% 90%

The agent interventions were well-aimed 3.50 0.53 0% 50% 50%
The agent questions interrupted my
discussion with my partner

2.55 0.82 50% 30% 20%

I want to participate in future educational
activities involving conversational agents

3.90 0.99 10% 20% 70%
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interventions until its last question has been answered and (b) subsequent interventions
should have a time interval of 90 s or more. Second, students proposed that the agent
should make use of a typing indicator/notification message (e.g., “TIM is typing…”) in
order to support group awareness and inform them that an intervention will follow (F =
60%). Lastly, participants revealed that they had some trouble understanding whether
one or both should respond to the agent questions addressing the team and not of a
specific partner (F = 50%). This type of interventions appeared to have further
increased the cognitive load of the activity as students had to balance their focus
between answering the main task question and organizing their agent responses.

The analysis of the agent evaluation sheets revealed a total number of 100 students’
ratings for the 50 agent interventions displayed during the chat activities. Although the
overall results appear to be somewhat mixed (Table 4), the emerging data suggest that
some of the agent questions were perceived to be ‘to the point’ and context-relevant by
the students. This is an interesting finding since the current version of the conversa-
tional agent does not feature any advanced NLP capabilities and is primarily based on
pattern matching techniques. An initial inspection of the chat log files indicated that
students’ responses and perception of the agent interventions varied considerably based
on the timing the agent interventions. Although further investigation and analysis is
required in order to draw valuable inferences, interventions that were made early on in
the activity were found to be more helpful for answering the task as compared to other
interventions delivered late in the activity, i.e., after students’ discussion has advanced.

5 Discussion

Conversational agent technology is starting to play a key role in the field of education
enabling educators to offer even more engaging learning experiences, which are tai-
lored to learners. Nevertheless, while chatbot technology has matured over time, there
is still a need for research on how such agents could add value to real world techno-
logical learning environments, including challenges in designing effective dialogue
between humans and bots [18].

In this paper, we have presented a teacher-configurable conversational agent ser-
vice, designed to support collaborative activities in MOOCs by acting as a facilitator
scaffolding productive students’ dialogues. The design of this agent-based system was
evaluated in a pilot study, which involved a small group of postgraduate university
students.

Table 4. Agent evaluation sheet results.

Question(1-not at all, 5-yes, totally) Mean SD No(1−2) Neutral(3) Yes(4−5)

The agent question related closely to
our on-going discussion

3.28 1.35 32% 20% 48%

The agent question helped us in
forming our task team answer

3.04 1.41 38% 18% 44%

A Configurable Agent to Advance Peers’ Productive Dialogue in MOOCs 257



Taking into account the main limitations of this exploratory study, such as its
limited sample size and ‘one-shot’ design, the study shares some encouraging pre-
liminary evidence for the potential benefits of integrating collaborative conversational
agent activities in MOOCs. Despite missing the ability to engage in full-fledged
conversations with the learners, configurable agents can still be perceived positively by
students. This finding is even more important considering that these conversational
agents can be reused, operate in different domains and, thus, usually have a relatively
low development cost. Although the study results show that there is certainly a large
room for future improvements as regards the agent design, students have reported that
this form of unsolicited agent interventions can be pedagogically beneficial and serve
as a valuable tool in real-world educational settings.

Instead of solely focusing on how to advance conversational AI, future research on
multi-user educational chatbots could also explore ways of leveraging and building on
the human intelligence residing in collaborative learning environments. Utilizing other
well-known classroom discourse frameworks, similar to the academically productive
talk employed by the colMOOC agent, could lead to new agent intervention strategies,
which are domain-independent by design and enable well-targeted interventions.

In the future, we plan to continue our efforts towards building a user-friendly
conversational agent service; one that requires no programming skills to configure. We
also seek to conduct a series of robustly designed studies investigating how the quality
of peer dialogues is affected by the different intervention strategies employed by the
agent. Additionally, task design should be further explored since it appears to be critical
for increasing the probability of productive peer interactions happening. The task of
such chat activities should be designed to be debatable and challenging in order to
motivate peers and have them engaged in discussion. From our viewpoint, the objective
of assigning such a task should not be to make the peers provide some type of “correct
answer” but to engage them in externalizing their thinking.
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Abstract. In this paper, we analyze the use of small talk conversations based
on a dialogue analysis of a long-term field study in which university students
regularly interacted with a chatbot during a 3-month period of time in an edu-
cational setting. In particular, we analyze (1) how often the students engage with
small talk topics during the field study, and (2) whether a larger amount of small
talk conversations correlates with the students’ engagement in learning activities
within our chatbot-based learning system, i.e., if engaging in small talk con-
versations correlates to a more intensive use of the chatbot during our field test.
Our results suggest that small talk conversations might play an important role in
the design of our chatbot as students who chat about small talk topics also
frequently chat about learning-related topics. Nevertheless, the overall impact of
small talk capabilities of chatbots should not be overestimated.

Keywords: Chatbot � Small talk conversation � Conversational agent �
Pedagogical conversational agent

1 Introduction

The ability to communicate using natural language in a human-like way seems to be an
important design feature of chatbots and virtual assistants, as it can be seen in many
examples from practice. A typical capability of such state of the art conversational
agents is to enable the chatbots to engage in small talk conversations [1]. For example,
chatbots are often able to talk about informal topics that are usually not important for a
computer program. For instance, such informal conversations cover greeting users,
talking about the chatbot’s well-being or telling jokes. In this paper, we define informal
conversations that are not important for the chatbot’s overall purpose as small talk
messages. Even though engaging in small talk does not seem to provide any direct
beneficial value for most conversational agents, it may be argued to hold indirect
benefits [2]. Small talk is a standard part of communication among humans and makes
the conversation flow. Thus, it may be argued that including small talk might be
beneficial for chatbots as well. However, there is a lack of knowledge about the specific
impact of small talk conversations. To fully understand its effects and to include it in
the design of chatbots, there is a need to understand the users’ engagement in small talk
chats.
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In particular, there is a lack of knowledge about chatbots that are used in long-term
settings. Currently, many chatbot-based systems are only used to interact with users for
a short period of time, e.g., as personal assistants for customer support. In these cases,
small talk capabilities are used to demand the users’ attention and to start a conver-
sation, e.g., by actively talking to the users (e.g., “Hello, how can I help you?”). In
these cases, the interaction with the chatbot often only takes a short period of time.
Long-term adoption of chatbots is usually not needed in these cases. However, in other
settings, like in education, it seems appropriate to provide students with a chatbot that
is not only available for a short period of time but can support them during an entire
learning period, e.g., a full lecture term at the university.

To address these long-term settings, this study provides insights into such a field
test in which a chatbot interacted with users for several months. Mainly, our study
focuses on an educational setting in which we introduced a chatbot-based learning
system. To get detailed insights into the long-term impact of including small talk
capabilities in the design of our chatbot, we address the following research questions in
the remainder of this paper:

RQ1: How often do students engage in small talk conversations during long term
use of a chatbot in an educational setting?

RQ2: How does the usage frequency of the chatbot’s small talk capabilities correlate
with the students’ engagement in learning activities?

To answer these research questions, the remainder of this paper is structured as
follows: First, we outline related research on chatbots and its’ capabilities to act human-
like by engaging in small talk conversations in the next section. Subsequently, we
describe our research design in Sect. 3. In Sect. 4, we present the results of our analysis
and discuss our findings in Sect. 5. Finally, we summarize the results in the conclusion
section.

2 Related Research

Chatbots can be defined as information systems with a natural language-based user
interface. Due to the interaction with the users in a “conversational-style” [3] using
natural language, the interaction of chatbots with users is similar to communication
between humans. From a technical perspective, chatbots are usually designed to
interact autonomously by relying on methods known from machine learning, artificial
intelligence, and natural language processing.

By using chatbots in educational settings, students should be supported during
learning processes. According to prior research, it is to be expected that chatbots could
provide “significant positive impact on learning success and student satisfaction” [4].
For instance, [5] developed a chatbot that is able to reply to posts of students in a forum
of a computer science course. In another project, the conversational agent MentorChat
was introduced, which should support students in collaborative learning tasks [6].
Further exemplary use cases are described in recent literature reviews in more detail,
see, e.g., [4] and [7].
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A common pattern known from various chatbots or other virtual assistants is their
capabilities to engage in small talk conversations [1]. For instance, many chatbots are
able to respond to messages like “Tell me a joke” or “How are you?”. By implementing
such capabilities, which are not directly beneficial for the intended purpose of a
chatbot, developers want to enable the chatbot to act human-like [8] in a socially-
accepted way. In doing so, the adoption of users to interact with a chatbot should be
fostered, and in some cases, the chatbot should even hide that it is not a human being.
However, most available chatbots used in practice are not designed for educational
practices, and the users’ interaction is different compared to the use in university
courses. Whereas many chatbots are designed for corporate purposes (e.g., customer
support [9]) and are only used for a short period of time, chatbots that are introduced in
university courses can support the students during the whole lecture period like in [5].
Consequently, the adoption of the students is more important as the usage time is
longer. However, the implications of small talk capabilities of chatbots for the long-
term adoption of users in educational settings have to the best of our knowledge not yet
sufficiently be researched. Thus, we will focus on analyzing the small talk usage of
students in a long-term field study in this paper.

3 Research Design

In the following, we outline the research design that we applied to answer our small
talk-related research questions. We conducted our study as part of a design-oriented
research project based on the Design Science Research Approach [10–12]. As the main
result of this design-oriented research project, we conceptualized and implemented a
chatbot-based learning system, which is the basis for this investigation on the impact of
small talk capabilities (see next section). The chatbot-based learning system is designed
as a progressive web-application and provides a user interface that is similar to com-
mon instant messenger apps for smartphones. The chatbot-based learning system
provides students the possibility to ask open-ended questions concerning the content of
a university course. The chatbot is able to answer those questions immediately based on
a database consisting of more than 450 learning objects (i.e., definitions of basic terms).
Additionally, the chatbot-based learning system provides students access to formative
exercise.

Using this implementation of our chatbot-based learning system (see a detailed
description in the following section), we conducted a field study starting from April
2019. During this field study, approx. 700 students of an introductory lecture on
statistics for social sciences got access to the system and had the possibility to interact
with it until the end of the lecture period. To answer our research questions, we
analyzed the pseudonymized discourses of the chatbot with the students. To this aim,
we used the textual messages from the students and the chatbot as a basis and enhanced
it using available metadata (e.g., timestamp of the conversation). To analyze the
metadata, we tagged the text messages with intents computed by our chatbot using the
natural language processing library NLP.js [13]. Our trained natural language pro-
cessing model which is based on approx. 2800 exemplary messages is not accurate in
every case. Thus, we manually reviewed those messages that were classified with low
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accuracy by our chatbot. In doing so, we retrained and improved the intent recognition
of future messages. During the manual reviewing process, we adjusted the recognized
intents of approx. 1.8% of all messages sent by the users. Finally, we excluded all
messages that were not classified as small talk and resulted in our case base of small
talk interactions.

Figure 1 summarizes the steps we conducted to process the data.

Using the final dataset, we analyzed the small talk interactions of the learners
descriptively and on a timely basis to answer research question 1. To respond to
research question 2, we tested whether a student’s small talk interactions correlates
with his/her overall engagement in the learning app during the three-month field test
statistically using Spearman’s rank correlation coefficient.

4 Chatbot Overview

To conduct the long-term field study, we used our chatbot-based learning system that
we develop in early 2019. The system is developed as a messenger-like chatbot system
and provides students participating in an introductory lecture on statistics education a
natural language-based user interface.

To ensure that every student is able to use the system independently of a specific
device or operating system, we implemented it as a progressive web-app. From a
technical perspective, we used HTML5, CSS, and JavaScript for the implementation of
the students’ frontend. The natural language understanding of the students’ written
input is done using a node.js backend component. Additionally, the lecturer as well as
several student assistants had access to an administration control panel, which could be
used for reviewing questioning and answering dialogues (i.e., we conducted quality
assurance tasks to improve the intent recognition) that were marked by the natural

Dataset
Finally, we resulted in 

our case base with small 
talk messages from 

approx. 700 students.

Natural language processing
Based on intent recognition, we 

distinguished more than 100 
different small talk intents as well 
as other learning-related intents.

Manual review
During the field study, we 
reviewed a selection of the 

automatically classified intents 
and adjusted them in order to 
improve the intent recognition 

process.

Input data
Dataset consisting messages that 
were collected during the first 14 

weeks of the field study.

Filtering
Using the identified intents, we 

filtered all small talk related 
messages for further analysis in 

this paper.

Fig. 1. Research steps for the processing of the data to derive our final dataset
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language processing component with a high probability of errors (i.e., the chatbot was
unsure whether the students’ messages were understood correctly).

Figure 2 provides an overview of the technical architecture of the chatbot-based
learning system.

From a students’ perspective, our chatbot-based learning system can be seen as the
only online resource required in addition to the face-to-face lectures and tutorial ses-
sions. The system provides all relevant additional online materials (like supplementary
formative quizzes, video recordings of the lectures, slides of the lectures, etc.) to the
students. Besides these learning-related functionalities (see Fig. 3), the chatbot-based
learning system is, for instance, capable of answering questions concerning organi-
zational issues and conducting small talk interactions with students.

Knowledge bases

Messenger-like chat-
based user interface

Natural language 
understanding

Natural language 
generation

Training NLU 
model

Knowledge baseSmall talk database
Storage of learning 

objects (e.g., 
quizzes, videos, …)

Administration 
control panel

Discourse storage

Dialog manager

reviewing (quality assurance)

managing

chatting

retraining model

Fig. 2. Simplified overview of the technical architecture

Chatbot-based 
Learning System

Talking small talk

Learning-related 
functionalities Other functionalities

Explaining basic 
terms using 

knowledge base

Providing and 
evaluating quizzes

Providing video 
recordings of  

lectures
…

Answering questions 
on organizational 

issues
…

Fig. 3. Overview over core functionalities of the chatbot-based learning system
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All learning-related functionalities, as well as the other functionalities, are inte-
grated into the messenger-like chat-based interface. An overview of exemplary mes-
sages asked by learners is displayed in Table 1.

In the remainder of this paper, we will mainly focus on the functionalities related to
the small talk capabilities of the chatbot-based learning system and its influence on the
students’ usage of the learning-related functionalities.

5 Results

In the following Subsect. 5.1, we respond to the first research question by analyzing the
number of small talk messages written by users. To this aim, we conducted an analysis
based on the recognized intents by the natural language understanding component of
our chatbot-based learning system. Subsequently, we focus on correlations of the
students’ engagement in small talk conversations with learning activities in response to
the second research question in Subsect. 5.2.

5.1 Engagement in Small Talk Conversations

The first time a student opens the chatbot-based learning system, the system posts a
friendly welcome message. This welcome message can be seen on the one hand as an
introductory example of how the overall system works. On the other hand, it is used to
foster the student to participate in a conversation with the chatbot. Afterward, the
student can proceed with the conversation by replying with small talk messages or
focusing on learning-related aspects by asking further questions. As the chatbot-based
learning system is designed as an open-topic natural language processing system, the
user is not restricted on specific topics. In the following, we will only focus on small
talk-related messages written by the students. To get an impression about the students’
interaction with the chatbot-based learning system when engaging in small talk con-
versations, Fig. 4 outlines an exemplary dialog excerpt in which a student first chatted
about small talk topics with the chatbot before switching over to learning-related
contents (i.e., quizzes). The overall dialog continues with further learning-related

Table 1. Exemplary messages sent by learners

Exemplary message Description

“Show me the video recordings” Requesting video recordings
“Show me the lecture slides” Requesting pdf files of lecture slides
“What is the meaning of the
standard deviation?”

Asking for a definition of a term mentioned in the
lecture

“What is the date of the exam?” Asking for organizational aspects
“Hi, how are you?”
“What is your name?”

Talking small talk (i.e., messages that are not related to
the learning process)
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contents. Thus, in this case, the small talk conversation might be useful to motivate the
student to learn.

As shown in Fig. 5, the amount of small talk messages posted by the students
reaches its all-time high at the start of the lecture period1. In this first week of the field
study, approx. 30% of all messages sent to the chatbot were labeled as small talk (i.e.,
approx. 1100 small talk messages). In the subsequent week, still approx. 900 messages
are related to small talk. However, the amount decreases to approx. 10% in this second
week, as the number of learning-related messages increased rapidly. After these first
two weeks in which the students engaged a lot in small talk conversations, the number
of small talk messages decreased substantially and never reached more than approx.
450 messages.

The analysis of the time history of the small talk use thus indicates that small talk
conversations are particularly relevant in the beginning when students are interested in
discovering the chatbot-based learning system. Independently of the overall system
use, the number of small talk messages never reached a high level.

The decreasing interest of the students to engage in small talk conversations cannot
only be seen in the total amount of small talk messages but also in the distribution of
the written small talk questions (see Fig. 6). Whereas in the first weeks of the field

Hello! I am your artificial tutor. I will support you during this lecture. If
you have any questions regarding this lecture, just write me a message
and I will respond immediately!

If you ask me questions about terms used in the lecture, I can support you.

Uhm. I’m not sure if this is a good idea.

I am your chatbot-based learning system.

I hope that I can always help you during this lecture period :-)

Do you have a beer for me?

But I would like to have a beer!

Who are you?

Cool

Show me a quiz

[…]

[…]

[…]

Fig. 4. Exemplary dialog excerpt of one student chatting with the chatbot

1 As the lecture started and ended not on the first day of the week, the weeks 1 and 14 encompass only
four to six days and are thus shorter than the remaining weeks. This can explain the lower number of
written messages by the students in these two weeks.
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study, almost all active small talk intents that can be recognized by the chatbot were
triggered (more than 100 different intents). In the following weeks, the number of
triggered small talk intents decreased rapidly.

The decreasing number of triggered small talk intents might be explained similarly
to the decreasing total number of small talk engagement as seen above. Talking with
the chatbot about small talk topics might become less interesting while actually using
the system for learning purposes might become more important as the final exam is
approaching.
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Interesting regarding the small talk usage is that there is a large number of students
who are not engaging in small talk conversations at all. Approx. 50% of all users only
sent 0 to 5 messages that were recognized by the chatbot as small talk content. In
contrast to that, the remaining approx. 50% wrote at least 6 or more small talk-related
messages. In some cases, even much more than 40 messages as displayed in Fig. 7.

Based on this observation, in the following subsection, we will analyze whether the
engagement in small talk conversations correlates with the engagement in learning
activities.

5.2 Correlation of Small Talk Engagement and Learning Activities

As indicated by the high usage of the small talk capabilities of our chat-based learning
system with more than 2000 small talk messages sent by the students in the first two
weeks of the field study (see Fig. 5), it should be analyzed whether these small talk
capabilities are beneficial for the long-term adoption. If students only chat with the
chatbot about small talk topics but not about learning-related topics, the overall aim of
the system to support the students wouldn’t be reached.

First, we analyzed whether there is a correlation between the number of small talk
messages written by the students in the first two weeks of the field study and their total
number of chat-based learning interactions (e.g., solving a quiz, asking domain-specific
questions about lecture content, download learning material) during the field study (see
Fig. 8 for a visualization of the dataset). To this aim, we calculated the Spearman’s
rank correlation coefficient. Based on this, the statement that the number of small talk
messages written in the first two weeks of the field study correlates with the total
number of learning interactions in the whole period of 14 weeks can be supported
(rs = 0.348, p = 0.000, n = 700). We can confirm a moderate correlation between both
aspects.

Second, we also analyzed whether this correlation also exists when comparing not
only the number of small talk messages at the beginning of the field study (i.e., the

Fig. 7. Grouping of the number of students based on the number of small talk messages
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adoption phase) but also in the overall period of 14 weeks (see Fig. 9). According to
the Spearman’s rank correlation coefficient, these two variables correlate even stronger
(rs = 0.557, p = 0.000; N = 700) compared to the small talk usage in the first two
weeks. This indicates that students who engage in learning-related activities in our
chatbot-based learning system more often also talk about small talk topics in the long
run.
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6 Discussion

6.1 Implications

The results of our analysis of the conversational data of our field study suggest that
small talk capabilities might facilitate the adoption of chatbot-based systems in edu-
cational settings. In the analysis of the first research question, we showed that many
students chatted with the chatbot, particularly at the beginning of the field study. Due to
this high amount of more than 2,000 small talk messages sent by students in the first
two weeks, we propose that small talk capabilities are a design feature that should be
considered. Since the students themselves do not gain any direct advantage or learning
increase from small talk conversations, the pure amount of small talk messages they
produced nevertheless has to be considered as an indication of the importance students
attribute to small talk. This is in line with the results of prior studies and the common
practice of chatbots used in other use cases. For instance, [14] showed that building
long-term human-computer relationships might be beneficial. We assume from the
insights from our study that small talk might be able to foster such a relationship in our
field study between the chatbot and the students. On the side of the developers, a non-
implementation of small talk would have led to unsatisfying responses (like “Sorry, I
couldn’t understand you properly.”). Thus, the lack of small talk capabilities could
possibly have a negative effect on the students’ enjoyment and finally on their adoption.
To analyze this in more detail, it would be possible to introduce the same chatbot but
with disabled small talk capabilities in a similar field setting in the future. Thus, it could
be analyzed if a lack of small talk capabilities has a negative impact.

Furthermore, we have evidence based on Spearman’s rank correlation coefficient
that the amount of small talk messages and the overall amount of learning activities
correlates positively within our field study. An interesting aspect of our analysis is that
the correlation is even stronger when the number of small talk messages within the
considered time span is expended from two weeks to the whole period of 14 weeks of
our field study. This might be explained by an increased overall engagement in chatting
with the learning system, which also resulted in additional small talk messages that
were sent by the actively participating students.

Nevertheless, the effect of implementing small talk capabilities to foster the users’
engagement and adoption of a chatbot should be analyzed in further research studies. It
should also not be overestimated as the correlation only implies a moderate effect size.
However, we assume that not providing small talk capabilities could have a negative
impact.

6.2 Limitations

Our analysis is based on a large dataset from our chatbot-based learning system. The
dataset contains messages that were manually written by users as well as messages that
were automatically created by the chatbots (e.g., answers to questions asked by the
users). Due to the large amount of data, classifying each message individually by
humans was not possible due to resource constraints. Thus, we used the chatbot’s
trained intent recognition algorithm for this purpose. Additionally, we tried to manually
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review as many messages as possible during the field study for quality assurance
purposes and to retrain the algorithm in order to reduce classification errors. Never-
theless, there might still be errors in the classification of the intents.

Our analysis is based on one field study that we conducted in summer 2019 in one
university course. We assume that our results are not only valid for this particular
lecture, but also for other large-scale lectures on different topics. However, further
analyses should be conducted in further fields of study.

Finally, we showed that correlations between the small talk usage and the overall
learning engagement in the chatbot-based learning system exist. However, it might be
interesting to identify in further studies which additional factors are fostering the
students’ adoption of chatbot-based learning systems and whether the correlations also
imply causalities.

7 Conclusion

In this research study, we analyzed the long-term interaction of approx. 700 students
with a chatbot. In particular, we analyzed the students’ engagement in small talk
conversations that are not directly beneficial for the learning success but are expected to
be supportive for the students’ adoption of our chatbot-based learning system.

First, we analyzed the overall usage of the chatbot’s small talk activities and
showed that the amount of small talk messages is particularly high at the beginning of
our field study where it reached about 30% of all messages. Additionally, we showed
that the diversity of different small talk topics was higher in the beginning compared to
the remaining time period. Second, we significantly showed that there is a positive
correlation between the number of small talk messages sent by a student and her/his
overall learning activities within our chatbot-based learning system.

To fully understand the importance of small talk interactions in chatbot-based
learning systems, further research is necessary. For instance, further in-depth discourse
analysis combined with survey results about the perceived adoption of the students
might be helpful to analyze the topic in more detail. Additionally, introducing the same
chatbot in a similar setting with disabled small talk capabilities would also be inter-
esting to analyze if this results in less engagement. Nevertheless, our findings already
show that students actively engage in small talk activities. Thus, we suggest that
developers should consider if implementing small talk capabilities is useful in their
settings.
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